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Abstract

A methodology to construct dynamic equivalents through matching modes associated to internal generators is presented. This technique is based on the classical methods where the electric power system must be linearized for its analysis. The formulation is posed as an optimization problem with an objective function based on eigenvalues’ second order sensitivities. The external system is reduced to a few fictitious generators, whose parameters are to be estimated by two different optimization procedures, Genetic Algorithms (GA) and Levenberg-Marquardt. This method is able to preserve the modal structure associated with the study system.

Furthermore, the application of Artificial Intelligence techniques such as Artificial Neural Networks (ANN) is employed to solve the hard task of constructing Dynamic Equivalents. The main objective is to create Robust Dynamic Equivalents assisted by an ANN able to reproduce the complex voltage at frontier buses. This novel proposition to develop Robust Dynamic Equivalents evades the problem to compute the parameters for the equivalents generators as well as avoid the linearization of the power system. To structure Robust Dynamic Equivalents different operation conditions are taken account in addition to consider control systems for instance power system stabilizer (PSS).
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Chapter 1

INTRODUCTION

Everything should be made as simple as possible . . . but not simpler!
A. Einstein

1.1 Electricity: Historical Background.

Electric power has performed a worthy role to the progress and technological advances of the human being over the last century. Edison Electric of New York founded the first direct current (DC) electric power station in 1881. It was a limited system due to it could deliver power only a short distance from generation. Thanks to the development of the transformer a few years later the first alternate-current (AC) system was installed in Massachusetts in 1886 by Westinghouse. That was the beginning of the AC transmission systems and this fact marked a pause for the following years to the construction of the polyphase systems by Nicola Tesla. Through the years all countries have had the necessity to structure an electric power grid that will be proficient to satisfy all their requirements. Every one electric power system around the world differs from size, frequency range, generation, transmission and load capacity mainly. However, all of them have the same structure and they are comprised by three principal elements which are the generating units, transmission lines and distribution systems; nowadays, control equipment has a valuable function and they also constitute a part of whichever electric power system.

Generating units are the most important elements in every electric power systems. Electric power is generated using synchronous machines, which are driven through turbines that can be steam, hydraulic, wind, diesel, nuclear or internal combustion. The generator voltages are regularly in the range of 11-35 kV. Usually, the generating stations are far away from consumers’ centres. Transmission lines are the connections among distribution systems and generating units. They interconnect all key power generating units and most important load centres in the system. The transmission system is the backbone of any electric power system and operates at the highest voltage levels (commonly, 230 kV-400 kV and above). Distribution system is the last constituent of the electric power system. The primary distribution voltage is typically between 4.0 kV and 34.5 kV. Small industrial consumers are provided by primary feeders at these voltage levels; residential and commercial consumers are supplied by a secondary distribution feeder where the voltage level is 120/240 volts. Figure 1.1 shows the basic elements of a power system.
Constantly, the task to get a successful drive of any power system has been considered as a bulky labour for electrical engineers; however they commit themselves to provide a good service to all the consumers, which it must be reliable and stable. The customers must be supplied by electric energy with frequency and voltage as constant parameters. Hence, these parameters have to be into certain tolerance limits such that the clientele’s devices can function in a proper manner; i.e. the voltage drop must not exceed ± 10% from its standard boundary, and the frequency must not surpass 1 Hertz from its nominal value.

Figure 1.1 Basic elements of a power system.
1.2 Motivation.
The electric power system analysis have always been characterized to be a hard duty to face due to all
the issues that they represent, bearing in mind the complex topic that they signify. This challenging
task has been confronted by different ways and by many researchers worldwide. There are too many
notable, successful and important results achieved in this area but, in spite of everything there
continue a vast quantity of problems that are hardly difficult to solve employing recent advances in
numerical analysis and decision support systems. Commonly, these troubles are summarised in the
following manner [1].

- Inappropriate model of the real world.
- Complexity and size of the problems which prohibit computation time.
- Solution methods employed by the human are not capable of being expressed in an algorithm
or mathematical form. They usually involve many rules of thumb.
- The operator decisions are based on fuzzy linguistics descriptions.
- Analysis of security related with voltage or angle is based on human experience judgment and
experience.

Owing to all the preceding drawbacks and the great computational innovations that have been
evolved for the human well-being, important mechanisms to develop modern techniques to solve
these kinds of problems have come up. Thus, for the last years researchers have done many efforts to
develop new approaches based on Artificial Intelligence in order to improve on speed, accuracy,
efficiency, and ability to handle stressed/ill-conditioned systems. The main branches in Artificial
Intelligence are Fuzzy Logic, Artificial Neural Networks, and Expert Systems.

These novel techniques but, in particular the Artificial Neural Networks, have been tested to solve
many problems obtaining outstanding solutions. Artificial Neural Networks are able to overcome
many tasks such as classification, clustering, pattern recognition and forecasting among many other
applications corresponding to different areas. From a dynamic power system standpoint, the
application of the AI methods has presented great results [1-9].

In this work the efficiency and feasibility of the Artificial Neural Networks (ANN) to predict events
and/or signal is proved to obtain Dynamic Equivalents. Owing to their great many potential
applications in power systems planning and operation, dynamic equivalents have attracted much
research attention worldwide over the last decades. Here-to-fore, the motivation to develop accurate,
low-order dynamic equivalent models has been aimed at reducing the very considerable computing
times associated with large-scale transient stability studies, multi-machine power systems. Several
methods have been published to advance this research issue but problems remain, particularly in the
area of robustness; in other words they have limitations such as the machine model order, many of
them do not include static excitation system, power system stabilizers (PSS) or merely the tested
system do not include flexible alternate current transmission systems (FACTS) devices, and nowadays
almost the whole electric grids around the world comprise with one of these devices, so then, they take a very important role to bear in mind. Above and beyond these restrictions, all these works have been solved by classical techniques. Thus, these are the main motivations to construct a Dynamic Equivalent that overtake the limitations that others can not do. Moreover, with the advent of market forces in the electricity supply industry, and the ensuing confidential status given to all utility data, network information exchange between neighbouring utilities may be in the form of reduced equivalent circuits. Hence, it becomes essential to develop a new generation of dynamic equivalents that are robust and have self-learning capabilities.

1.3 Thesis’s Structure.
This work is divided in three stages mainly. In the first one, chapter 2, is presented the power system stability problem including its principal characteristics to can understand this issue and afterwards, a large vision about Dynamic Equivalents is described.

In chapter 3, the Artificial Neural Networks (ANN) are explained. Firstly, the relation among the human brain and the ANN is described and a brief classification of them is also depicted. Then, a mathematical model that represents this approach is described. The main optimisation techniques used for neural networks and their training algorithms are illustrated. Finally, several application examples are depicted standing out the example related to electric power systems.

In the last stage, chapter 4, the most important proposition is made. In this chapter, the application of Artificial Neural Networks to construct Dynamic Equivalents is described. It is presented in a detailed manner how to foresee the complex voltage to developed Dynamic Equivalents supported by an ANN. The obtained results show the feasibility, confidence and robustness of the proposed methodology.

REFERENCES.


Chapter 2

ANGULAR STABILITY AND DYNAMIC EQUIVALENTS

All science is dominated by the idea of approximation.

B. Russel

2.1 Introduction.

As it is well-known the transient stability of power systems is a non-linear phenomenon which appears when synchronous machines are operated in a parallel structure and have direct relation with the alternating-current power systems. Transient stability requires the evaluation of a power system’s ability to resist large disturbances and to survive transitions to normal or acceptable operating conditions. The study of power systems’ stability had long been recognized as one of the most important factors by both system planners and system operators[1].

Generally, the system is in the sinusoidal steady-state. Some assumptions will be taken to consider a system originally operating in a steady-state or equilibrium state.

1. All generators are rotating at synchronous speed corresponding to 60 Hz.
2. All AC voltages and currents are sinusoids.
3. All loads are constants.
4. All mechanical power inputs to the generators are constants.

When the system is in steady-state or in normal conditions all system machines are operating in synchronism. A transient period occurs when this equilibrium state is disturbed by a sudden change in input, load, structure, or in a sequence of such changes; the system is transiently stable if after a transient period, the system returns to a steady condition, maintaining synchronism. If it does not, it is unstable and the system may be divided into disconnected subsystems, which in turn may experience further instability.

A disturbance occurs if any element of the power system experiences an abrupt alteration of one or more of its parameters. There are two types of disturbances: small disturbance and large disturbance. A small disturbance is almost constantly presented in the system due to the variations in load and generation so, for small signals the equations that describe the system could be linearized for their analysis. Large disturbances are severe faults, such as three-phase short circuit, loss generators/loads, loss of a portion of transmission network; therefore, equations for large disturbances must not be linearized for the purpose of analysis. Large disturbance implies a transient stability study. Critical clearing time is closely linked to the transient period, and its the maximum time between fault occurrence and its clearing; the transient stability is the ability of the power system to maintain synchronism when it is subjected to a severe transient disturbance such as a fault on transmission.
facilities, loss of generation, or loss of a large load. The system response to such disturbances involves large excursions of generator rotor angles, power flows, bus voltages, and other system variables. If the resulting angular separation between two machines in the system remains within certain bounds, the system maintains synchronism; if loss of synchronism because of transient stability occurs, it will usually be evident within 2 or 3 seconds from the initial disturbance.

Thus transient stability is a highly non-linear, highly dimensional phenomenon that involves large disturbances and topological changes [1,2].

2.1.1 Power Oscillations.
Two types of synchronizing oscillations are common in all interconnected AC power systems. The first is associated with a single generator (or a plant of identical generators) acting against the system. The second is more complex and involves many generators; one area of the power system oscillating against generators in other areas of the power system. Local or plant modes of oscillations have natural frequencies of about 1 to 2 Hz. Inter-area modes of oscillation have lower natural frequencies on the order of 0.1 to 0.7 Hz. In small systems, inter-area oscillations generally have higher natural frequencies than those of larger systems[2].
The total number of modes of synchronizing oscillations is equal to one less than the number of interconnected generators. In a system having thousands of generators, there are thousands of oscillating modes. All of these must decay following the system disturbance. If any mode increases in amplitude, the system's operators would have to take action to prevent either a local or a system-wide collapse.

Power systems must be designed to be stable under a range of system loads and operating conditions. Generally, if the operation of the system is constrained, those constraints should be due to the thermal operating limits of the transmission system or loss of synchronism (transient instability) and not by oscillatory instability[3].

To determine the nature of system oscillations, analysis of the following system characteristics is required:

- Frequency and damping of the system’s synchronizing oscillation.
- Pattern of generators that take part in each mode of oscillation.

Generators that are able to have a controlling effect on the oscillations must be identified, and tools must be provided to allow an efficient and robust design of oscillation damping controls[2].

On the other hand, for small signals other two types of studies can be discussed, angle instability and voltage instability, which are associated to local modes and inter-area modes.
If the system has an insufficient synchronizing and a damping torque it refers to as angle instability; then if the electric network does not manage sufficient reactive power to support the load, a voltage collapse could occur and that could lead to a voltage instability.

2.1.2 Swing Equation.

Bearing in mind the fact that the problem of stability derive from synchronous machines, it is necessary to involve the solution of the swing equation for each machine of the system to obtain their rotor’s angle as a function of time. This is a differential equation governing the motion of machines.

\[
M \frac{d^2 \delta}{dt^2} = P_a
\]

\[
P_a = P_m - P_e
\]

where

δ is the displacement rotor angle according to a reference.
M is the inertia constant of machine.
P_a is the accelerating power.
P_m is the mechanical power.
P_e is the electrical power.

The most viable and common technique to solve the swing equation is the point-by-point solution. This solution is basically a numerical technique where the accelerating power \( P_a \) is assumed constant during a short period of time \( \Delta t \), chosen for numerical integration, so that we can easily get the rotor speed \( \omega \) and the rotor angle \( \delta \) by integrating the swing equation; once to get the rotor speed and twice to obtain the rotor angle. This is only valid for the particular period of time under study.

Using this method we need to keep in mind some considerations [1,13]:

i. The mechanical power input remains constant during the complete study period
ii. The machine is represented by constant voltage after transient reactance
iii. Damping is ignored
iv. Constant flux linkages in each axis
v. No transient saliency exists, this means \( X_{dq} \) remains constant

2.1.3 Single Machine and the Equal-Area Criterion.

To identify if the system is stable after a disturbance it is necessary to solve the swing equation. The system is unstable if the angle of a machine or between any two machines tends to increase without limit. By the same way, stipulating that the system is under disturbance effects, if the angle reach a maximum value and decrease afterwards, the system is stable. There is a simple and direct method for determining the stability of the system, and it is not necessary any solution of the swing equation. This
method is known as *equal-area method*. There are some assumptions for applying this method, which basically are:

a. Constant mechanical power.

b. Classical machine model.

Take $\delta$ into the swing equation, (which expresses the motion or swing of the rotor of the machine), as shown in Fig. 2.1; in an unstable system, $\delta$ increases indefinitely with time and the machine loses synchronism. In a stable condition, $\delta$ undergoes oscillations, which eventually disappear because of damping[4]. From Fig. 2.1, it is clear that, for a stable system, $d\delta/dt = 0$ must be satisfied at some time.

![Fig. 2.1 Stable and Unstable system.](image)

Therefore the stability is checked by monitoring the rotor speed deviation $\frac{d\delta}{dt}$, which must be zero at some moment, this means that:

$$\int_{\delta_0}^{\delta} P_a d\delta = 0 \quad (2.2)$$

This condition requires that, for stability, the area under the graph of accelerating power $P_a$ versus $\delta$ must be zero for some value of $\delta$; considering that $M$ is constant and the damping is slight, the positive (or accelerating) area under the graph must be identical to the negative (or decelerating) area [4]. This is recognized as the equal-area method for stability. To get a better idea of this method we may refer to Fig. 2.2.

Point $a$, corresponding to $\delta_0$, is the initial steady-state operating point. At this position, the input power to the machine, $P_{i0}$, is equal to the developed power $P_{e0}$. When a sudden increase of the input power occurs to $P_i$, the accelerating power, $P_a$, becomes positive and the rotor moves towards point $b$. It is assumed that the machine is connected to a large power system and there is also a constant field current which maintains the internal voltage $|E_s|\text{ constant. Thus, the rotor accelerates and the power}$
angle begins to increase, at point \( b \), \( P_i = P_e \) and also \( \delta = \delta_0 \) [4]. At this moment, \( P_a \) is negative and \( \delta \) finally reaches a maximum value \( \delta_2 \) or point \( c \) and then swings backwards \( b \). Hence, the rotor establishes to the point \( b \), which is the last steady-state stable operating point, as shown in Fig. 2.2.

![Power angle characteristic.](image)

For stability the equal-area method requires,

\[
\text{Area } A_1 = \text{Area } A_2
\]

that is,

\[
A = A_1 - A_2 = 0
\]

or, from equation 2.2, we have,

\[
\int_{\delta_0}^{\delta_1} (P_i - P_{max} \sin \delta) d\delta = \int_{\delta_1}^{\delta_2} (P_{max} \sin \delta - P_i) d\delta
\]

**2.2 Load Models.**

The importance of *load modelling* in power systems studies, such as transient stability studies is well known. Stable operation of a power system depends on the ability to continuously match the electrical output of generating units to the electrical load on the system [13]. However, the major problem in the evaluation of power system dynamic performance is not represented by the complexity in load model, the main problem is posed by the difficulty in obtaining data.

For stability studies load representation is very common to be denoted by a load bus which represents incandescent and fluorescent lamps, heaters, air conditioner, ovens, refrigerators, motors, arc furnaces and so on. Induction motors constitute a major portion of the system load. The precise representation of load is difficult to estimate. Even though the precise representation of load is known, there are many
other factors like time (hour, day, season), weather conditions and the state of the economy that prevent the load modelling in power systems. Hence, load representation in stability studies is based on a considerable amount of simplifications.

The real and reactive power of load could be represented by a mathematical model. The load models can be divided into two categories:

a) **Static loads**.

b) **Dynamic loads**.

2.2.1 **Static Load Model.**

A static load model expresses the characteristics of the load at any instant or time as algebraic functions of the bus voltage magnitude and frequency at that moment [14]. There are two different ways of static load representation.

**I. Polynomial representation.**

In this case, typically both active and reactive power loads are represented by quadratic polynomials given by

\[
P = P_0 \left[ a_0 \left( \frac{V}{V_0} \right)^2 + a_1 \left( \frac{V}{V_0} \right) + a_2 \right]
\]

\[
Q = Q_0 \left[ b_0 \left( \frac{V}{V_0} \right)^2 + b_1 \left( \frac{V}{V_0} \right) + b_2 \right]
\]

(2.4)

where \(V_0\), \(P_0\) and \(Q_0\) are normally taken as initial operating conditions. This representation is also recognized as **ZIP model**, as it is constituted of a *constant impedance* \((Z)\), *constant current* \((I)\) and *constant power* \((P)\) components. The coefficients \(a_{0,1,2}\) and \(b_{0,1,2}\) are fractions of the constant power, constant current and constant impedance components in the active power loads. A constraint is imposed:

\[
a_0 + a_1 + a_2 = 1
\]

\[
b_0 + b_1 + b_2 = 1
\]

This load representation is not appropriate for cases involving large voltage variations.

**II. Exponential representation.**

This load model has a voltage dependence of load characteristics and it has been represented by,

\[
P = P_0 \left( \frac{V}{V_0} \right)^{k_{PV}}
\]

\[
Q = Q_0 \left( \frac{V}{V_0} \right)^{k_{QV}}
\]

(2.5)
The parameters of this model are the exponents \( a \) and \( b \). Through these exponents the model represents constant power, constant current or constant impedance characteristics, respectively.

For constant power model, the voltage is invariant and allows loads be represented with a stiff voltage characteristic \( k_{pv} = k_{qv} = 0 \). This model is frequently used in load-flow studies, but it is not recommended for other analysis, for instance transient stability analysis, or where there are present severe voltage drops. The \( k_{pv} \) and \( k_{qv} \) constants represent the voltage sensitivities, which are frequently expressed in pu with respect to the given operating point.

The constant current model gives a load demand that varies linearly with voltage \( k_{pv} \approx 1 \). This is a practical representation of the real power demand as a mixture of resistance and motor devices. Finally, for constant impedance model, the load power changes proportionally to the voltage squared \( k_{pv} \approx k_{qv} \approx 2 \). This model represents lighting loads but it does not model stiff loads satisfactorily.

### 2.2.2 Dynamic Load Model.

Generally, the dynamic load modelling is associated to the study of systems where there are large concentrations of motors. Many studies as inter-area oscillations, voltage stability and long-term stability require dynamic loads to be modelled. Mainly, dynamic load modelling could be represented as an induction motor.

The best way to get an induction motor model is to take into account only the dynamics of the rotor inertia described by

\[
\frac{d\omega_m}{dt} = \frac{1}{2H} \left[ T_E(S) - T_M(\omega_m) \right] \tag{2.6}
\]

where \( \omega_m \) is the per unit motor speed; \( H \) is the inertia constant and the per unit mechanical torque \( T_M \) is a function of \( \omega_m \) as

\[
T_M = T_{M0} (A \omega_m^2 + B \omega_m + C) \tag{2.7}
\]

where \( A, B, C \) are defined as constants. The per unit electrical torque \( T_E \) is a function of the motor slip \( S \) and is computed from the steady state equivalent circuit shown in Fig. 2.3. Also, if rotor flux transients are to be included the model may be modified.

![Fig. 2.3 Steady state equivalent circuit of an induction motor.](image)
2.3 Synchronous Machine Models.

Synchronous generators are the most important and principal sources of electric energy at any power system. The power system stability problem is mainly related to keeping interconnected synchronous machines in synchronism. However, power system dynamic problems are basically those of the synchronous machines. There are many kinds of power system dynamics problems, like high- or low-frequency oscillations, and large or small system disturbances. Owing to these problems, several synchronous machine models were developed. Each model is given a number that gives you an idea of the number of differential equations that are required to describe the model. The larger of the number means the model complexity, in addition the time required to solve the differential equations depends on the model complexity. It is assumed that all quantities are expressed in per unit [1, 4, 13].

Model 6 - (\(E_d^*, E_q^*, E_d, E_q, \omega, \delta\))

In this model the generator is represented by the subtransient emfs (electro-motive forces) \(E_d^*\) and \(E_q^*\) behind the subtransient reactances \(X_d^*\) and \(X_q^*\). The differential equations that describe this model are given by

\[
\begin{align*}
T_d^* \dot{E}_d^* &= E_q^* - E_d^* + I_d \left( X_d^* - X_d^* \right) \\
T_q^* \dot{E}_q^* &= E_d^* - E_q^* - I_q \left( X_q^* - X_q^* \right) \\
T_d \dot{E}_d &= E_f - E_d + I_d \left( X_d - X_d \right) \\
T_q \dot{E}_q &= \frac{1}{M} \left( P_m - P_e - D\omega \right) \\
\omega &= \frac{1}{M} \left( P_m - P_e - D\omega \right) \\
\delta &= \omega - \omega_s
\end{align*}
\]

As the first two differential equations include the influence of the damper windings, the damping coefficient in the swing equation needs only to quantify the mechanical damping because of windage and friction; as this is frequently small, it could be neglected \((D = 0)\).

Model 5 - \((E_d, E_q, E_q, \omega, \delta)\)

In this model the effect of the rotor body eddy-currents in the \(q\)-axis are neglected, then \(X_d^* = X_q\) and \(E_q^* = 0\). This is the classical 5 winding model with armature transformer emfs neglected. The equations for this model are

\[
\begin{align*}
T_d^* \dot{E}_d^* &= E_q^* - E_d^* + I_d \left( X_d^* - X_d^* \right) \\
T_q^* \dot{E}_q^* &= E_d^* - E_q^* - I_q \left( X_q^* - X_q^* \right) \\
T_d \dot{E}_d &= E_f - E_d + I_d \left( X_d - X_d \right) \\
\omega &= \frac{1}{M} \left( P_m - P_e - D\omega \right) \\
\delta &= \omega - \omega_s
\end{align*}
\]
This model has two equivalent rotor windings and time constant \( T_{d0}^- \) on the \( d \)-axis and three armature reactances \( X_d^-, X_d^+, X_d^- \). In the \( q \)-axis there is one equivalent rotor winding, with a time constant \( T_{q0}^- \), and two armature reactances \( X_q^-, X_q^- \).

**Model 4 \( (E_d, E_q, \omega, \delta) \)**
In this model the damper winding effects of Model 6 are neglected, so then equations (2.8) and (2.9) must be removed to get the model. Now, the generator is represented by the transient emfs \( E_q^- \) and \( E_d^- \) behind the transient reactances \( X_d^- \) and \( X_q^- \). This synchronous generator model is usually considered to be satisfactorily precise to analyse electromechanical dynamics. The principal disadvantage of this model is that the equivalent damping coefficient that appears in the swing equation cannot be calculated exactly.

**Model 3 \( (E_q, \omega, \delta) \)**
This model is almost as Model 4 except that the \( d \)-axis transient emf \( E_d^- \) is assumed to remain constant. Thus the equations for this model are given by

\[
T_{d0}^- \dot{E}_d^- = E_q^- - E_d^- + I_d \left( X_d^- - X_d^- \right) \tag{2.8}
\]
\[
\omega = \frac{1}{M} \left( P_m - P_e - D\omega \right) \tag{2.12}
\]
\[
\delta = \omega - \omega_s \tag{2.13}
\]

**Model 2 \( (\omega, \delta) \)**
This is the well-known classical synchronous generator model. This model assumes that both the \( d \)-axis armature current \( I_d \) and the internal emf \( E_f \) that represents the excitation voltage do not fluctuate during the transient state. At this model, the generator is represented by the swing equation and a constant emf \( E^- \) behind the transient reactance \( X_d^- \). The equations for this model are

\[
\omega = \frac{1}{M} \left( P_m - P_e - D\omega \right) \tag{2.12}
\]
\[
\delta = \omega - \omega_s \tag{2.13}
\]

This model is traditionally used in power system analysis and it also can be used for evaluating generator behaviour during the first rotor swing.
2.4 Dynamic Equivalents.

As power systems are being increasingly interconnected and due to their dimension, for stability studies it is impossible or not efficient to represent the entire system in detail. Simple equivalents that model the transient behavior of distant generators in response to system changes are desirable [5].

For purpose of analysis, and to get a better sight to put up a reduced equivalent system, the power system network is divided into two parts, which are:

a) **Internal or study system**, is that subsystem where disturbances are to be applied and where the response of machines is to be observed.

b) **External system**, is that area where detailed information on the system response is not required, therefore it is desirable to represent the external system by equivalents.

In order to solve the dimensionality problem – one of the main troubles to solve transient stability in power systems, which involve the data and the time to solve the system–, is suitable to put away the external system and develop the transient stability study only for the internal system. In general, the coupling among these systems cannot be omitted, because of the union between them, which is strong enough; hence, reliable results will not be obtained.

A good solution for the dimension of the problem can be to find a technique to reduce the size of the external system. This reduction needs to be in the way that the impact of the behavior between the external system and the study system must be the same. On the reduced system will be possible to simulate a disturbance as if it was the external system, and reliable results should be obtained. A reduced-order model for the external system that carries out these objectives is called a **dynamic equivalent system**. The purpose of equivalents is to reduce computer storage, time requirements, and the corresponding overwhelm analysis [6]. That is, dynamic or electromechanical equivalents are reduced-order differential equation models, useful in operating systems due to the limitations of memory capability, computation time and also the time to prepare information and analysis results.

Talking about dynamic equivalents it is necessary to define some important terms:

- **Dynamic aggregation**.
- **Coherent groups**.

The order of the differential system equations representing the dynamic part of the system can be reduced by grouping units that are in parallel on the same bus, and replacing them by an equivalent generating unit [7, 15], this is what it is called **dynamic aggregation**.

In contrast, **coherent groups** of generating units for a given perturbation are defined as a group of generators oscillating with the same **angular speed**, and terminal voltages in a constant complex ratio.

The main approaches used to derive power system dynamic equivalent for transient stability studies may be classified in six groups [7]:

1. Empirically based simplifications.
2. Methods based on linearization and modal analysis.
3. Methods based on coherency.
5. Identification dynamic equivalents.
6. Dynamic equivalents obtained using singular perturbation theory.

The most used and important techniques are: the modal approach, the coherency approach and the estimation approach [8-12, 15-18]. A brief description of these techniques will be useful to understand them.

The modal approach studies the modes of the linearized system, in order to eliminate the less significant ones for the contingency of concern [11, 16, 18].

The coherency methods are based on the existence of coherent groups of machines during transients, their identifications and their aggregation. Coherency analysis is based on the generators’ time of response following a disturbance, like a network fault [5, 10, 15, 17].

Modal-coherent equivalent can be derived preserving not only the coherent groups of the original system model, but also the modes of group-to-group oscillations. It is constructed only once for a given utility and can be used in the transient stability study of any disturbance [11, 16].

System identification refers to the determination of the essential characteristics of a dynamic system when observing the response of system variables to random system inputs, either natural or intentional [8, 10, 12]. The major advantage of this technique is that information of the external system is not required.

2.5 Method Based Upon Coherency.

The theory of coherency is originally applied to generator buses as a basis for reducing the number of buses in the power grid. In this case, two buses are defined as coherent if the complex voltages relations are constant over the time. In practice, it is common to say that two buses are coherent only by examining their voltages angles; as a consequence two buses are considered coherent if their angular difference is constant to a certain tolerance over the period of simulation [15, 17].

The overall procedure for forming coherency-based dynamic equivalents can be divided into five fundamental steps:

i. Definition of the study area.
ii. Identification of coherent generators.
iii. Generator buses reduction.
iv. Load buses reduction.
v. Dynamic aggregation of generating unit models.

The next stride is to include a pithy clarification of each one of the above steps.

2.5.1 Definition of the Study Area.
The study area defines that area of the network that will be retained in detail. Regularly, this area will be specified by a list of buses that will not be eliminated and a list of generating units that will not be aggregated [5, 11, 15, 17]. The study area does not necessarily need to be contiguous. An essential point here is to consider the load model. If loads are modelled as constant impedances, the requirements of the equivalency procedure are minimal. Hence, it is just necessary to retain only those buses that are involved in switching operation and pass up aggregating generating units which are close to the fault. On the other hand, if non-linear components will be taken in load models a traditional technique to define the study area is needed; it is necessary to keep an area which surrounds the fault to avoid reducing non-linear load buses that experience large voltage changes. Another requisite to take into account non-linear loads is that the power system or network will be subdivided into sub-areas, which are harshly coherent, and the tie lines among the sub-areas will be retained.

2.5.2 Identification of Coherent Generators.

Two generator buses are defined as coherent if their angular difference is closely invariable within a predefined tolerance over a certain period. It is necessary to consider the coherency of both internal and terminal generator buses, because the first one forms the basis for the network reduction. The coherent groups of generators can be defined by a specific fault occurring inside an area but it is essential to describe the fault type. In a few words, a procedure for identifying coherency for a single fault will be described.

First, it is necessary to form a simple model of the power system that uses the following assumptions [5, 8, 9, 15, 17]:

- The coherent groups of generators are completely independent from the size of the disturbance. For that reason, coherency could be determined by taking into consideration a linearized system model.
- The amount of detail in the generating unit is independent of the coherent groups. Thus, a classical synchronous machine model will be supposed and the excitation and turbine-governor system will be ignored.
- To reproduce the fault effect on the power system, the mechanical output will be pulsed to attain the same accelerating power, like if a fault would have existed.

Presently, a description of each assumption will be done. For the first assumption, the coherency behavior of the generators does not change radically as the fault clearing time increased. The next assumption is based on the fact that even though the amount of detail in the generating unit models has a considerable consequence ahead on the swing curves, specially the damping, it does not affect the most essential characteristics, such as natural frequencies and mode shapes. Finally, the third assumption accepts that the generator accelerating powers are roughly constant during faults with typical clearing time.
The mechanical equation for the motion of a synchronous machine must be linearized with the real power equations decoupled from the reactive power ones and the resultant equation must be:

\[
\begin{bmatrix}
\Delta P_G \\
\Delta P_L \\
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial P_G}{\partial \delta} & \frac{\partial P_G}{\partial \theta} \\
\frac{\partial P_L}{\partial \delta} & \frac{\partial P_L}{\partial \theta}
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \theta
\end{bmatrix}
\]

(2.14)

where

\( \Delta \) represents incremental variables.

\( P_G \) are the real power injections in internal generator buses.

\( P_L \) are the real power injections in load buses.

\( \delta \) are the angles in generator internal buses.

\( \theta \) are the angles in load buses.

An integration technique will be used to get a time domain solution of the linearized swing equation. The trapezoidal approach is perfect for this purpose, since it is not necessary a precise solution and while the method is numerically stable, large step sizes can be used. Afterwards, a clustering algorithm is used to estimate the swing curves that are obtained for the linear recreation and, in that way, the coherent groups will be determined. The coherency analysis may well be applied to several sets of swing curves for different faults to establish an equivalent that is suitable to a range of disturbances.

2.5.3 Coherency Measures.

The final report on EPRI project RP904, entitled “Coherency Based Dynamic Equivalents For Transient Stability Studies” [17], reported that some coherency measures which are based in the internal voltage angle deviation, has presented high-quality results for dynamic equivalents. These two kinds of measures are: the max-min measure and the RMS measure.

The RMS coherency measure is a criterion used for determining whether a unit should be added to an existing group. If the approximate swing curves are clustered, the criterion for coherency is:

\[ |\Delta \delta_l (t) - \Delta \delta_k (t)| < \varepsilon \]

(2.15)

for all the samples of time \( t \).

where:

\( l \) is the index for generator being clustered.

\( k \) is the index for reference generator for the group under consideration.

The RMS coherency measure evaluated over an infinite interval can be analytically related to generator inertias, synchronizing torque coefficients of equivalent lines connecting internal generator buses and the statistics of the system disturbance for step input disturbances [16].
The max-min coherency measure is defined as:

\[
\begin{align*}
    r_0 &= \frac{\max_i x_i(0) \min_j x_j(0)}{\max_i x_i(0)} \\
    r_1 &= \frac{\max_i \dot{x}_i(0) \min_j \dot{x}_j(0)}{\max_i \dot{x}_i(0)} \\
    r_2 &= \frac{\min_{i,j} Y_{ij}}{\max_i Y_{iso}} \\
    r_3 &= \frac{\max_i M_i \min_j M_j}{\max_i M_i}
\end{align*}
\] (2.16)

where

\[
x_i = \theta_i - \theta_i^s.
\]

\(\theta_i\) is the torque angle of machine \(i\). 
\(\theta_i^s\) is the steady state value of \(\theta_i\). 
\(Y_{ij}\) is the magnitude of transfer admittance between machines \(i\) and \(j\). 
\(r_2\) and \(r_1\) measure the degree of differences between the initial conditions. 
\(r_2\) measures the degree of coupling among the machines relative to the coupling to the infinite bus. 
\(r_3\) defines the similarity of the machines inertias.

There are differences (advantages/disadvantages) between the RMS and the max-min measures; some of them will be described below:

- The coherent groups determined by the max-min coherency measure are dependent on a disturbance location.
- The max-min coherency measure produces better results than the RMS coherency measure, when they are compared for a short period of observation.
- The max-min coherency measure produces better results if the purpose is to get a dynamic equivalent for a specific disturbance.
- The RMS coherency measure has been algebraically related to the parameters of the system model and the statistics of the modal disturbance.
- The RMS coherency measure can determine the coherent groups without the necessity of simulation, as it is required for the max-min coherency measure.
- The RMS coherency measure reflexes in a superior manner the total dynamic of the external system than the max-min coherency measure.

2.5.4 The Zero Mean, Independent, Identically Distributed Disturbance (ZMIID).

This type of disturbance is commonly applied for constructing modal-coherent dynamic equivalents. This kind of disturbance has several advantages than other types of disturbances. The disturbance is
fundamentally the mean value of a step on the mechanical input power; it has other characteristics like the disturbance independency from all the other generator buses; it also is identically distributed, therefore its name of ZMIID.

The main purpose of this technique is to establish a clear relationship between modal and coherency analysis with the aim of developing an equivalent, that combines both approaches [11, 16]. This equivalent is constructed by applying an RMS coherency measure, evaluated over an infinite interval to identify coherent groups in face of the Zero Mean, Independent, Identically Distributed (ZMIID) step input disturbance.

2.5.5 Modal-Coherent Equivalents.
The modal approach consists of creating a reduced linear model, by typical eigenvalue techniques, which maintains a selected number of oscillation modes. The crucial part is the preliminary choice of the rule of mode elimination, which should take into account the disturbances. The most important advantages of the modal approach is that the equivalent need to be computed only once for any given unit commitment, network configuration and load flow [18] and after that it may be used to study many different system disturbances.

The most important advantage of this technique is that the appearance of the equivalent formed is a reduced set of equivalent generators and lines, which can be used completely in transient stability programs. As a result, the combination of these two approaches has some properties that are [18]:

1. The system eigenvalues will not be required in order to construct the equivalent.
2. The eigenvalues of the equivalent will closely approximate the system eigenvalues retained by the modal equivalent based on the same disturbance and RMS coherency measure.
3. The equivalent will be useful for studying any disturbance that might occur outside the coherent groups aggregated to form the equivalent.
4. Power system component structure is retained and the equivalent can be used with existing transient stability studies.

Hence, the modal-coherent technique has properties to construct attractive and robust equivalents instead of modal or coherent equivalents.

2.6 Generator Buses Reduction.
A physical interpretation of the generator bus reduction will be described. To do this physical interpretation the simple network given in Fig. 2.4a and complementary Figs. will be useful to exemplify the course of action and a simple consideration will be taken. The generator terminal buses 1, 2 and 3 have been recognized as coherent and they are going to be substituted by a sole equivalent bus 4 [15, 17].
Step 1.
It is necessary to define the voltage $\bar{V}_i$ in the equivalent network; it could be done by selecting the voltage of an individual bus or an average voltage of the group; this is with the aim of minimizing the variation in the internal machine voltages which takes place in consequence of the machines being transferred to the equivalent bus. All buses are linked via an ideal transformer with a complex turn ratio to the equivalent bus. The turn ratio can be calculated as:

$$t_{kk} V_{k} \approx V_{k} / \bar{V}_i,$$

where:

$$k$$ is the voltage on bus $k$.

Under coherent circumstances, the ratio $t_{kk}$ is invariable for each bus in the group and there is not circulating power flow by any of the phase shifters. The purpose is that the phase shifters will not affect on the voltages and currents of the network.

Step 2.
Generally, the generator terminal buses are connected radially by a step-up transformer to the remains of the power system. In spite of this, many times the low voltage bus may possibly have been removed by mixing the transformer reactance with the generator internal reactance. After this condition, some non-radial buses could be included inside the coherent group and a common branch could tie them. (e.g., the branch between buses 2 and 3 in the Fig. 2.4b). The purpose in this second stage is to identify this condition and to eliminate the intragroup branch by substituting it by an equivalent shunt admittance. Let’s consider the current flow in the branch between buses 2 and 3:

$$\bar{I}_{23} = \bar{Y}_{23} (\bar{V}_2 - \bar{V}_3)$$

As $\bar{V}_2 / \bar{V}_3$ is constant, the current could be expressed as a linear function of both $\bar{V}_2$ or $\bar{V}_3$. Therefore, the effect of the branch can be substituted by a shunt admittance as it is shown in Fig. 2.4c.
Step 3.

Fig. 2.4d gives you an idea of how are aggregated the equivalent bus, the load and shunt admittances of coherent buses. It is important to keep in mind, that the generation and load do not suffer any changes due to the transfer. As well, if a non-linear load representation is applied in such case the constant MVA, constant current and constant impedance load components will be transferred separately and maintained disconnected.

Fig. 2.4b Coherent generator buses are connected to an equivalent bus through ideal transformers with a complex ratio.

Fig. 2.4c Shunt admittances
Step 4.
The original coherent buses are removed by a sequence of fusion of the original branch and the ideal transformer (Fig. 2.4e). Let remark that when several original branches are linked to the eliminated bus, like in bus 1, the ideal transformer must be combined with each of them.

The next step is not mandatory; it could be done optionally in order to acquire additional simplification, with the exception that some accuracy will be lost.
Step 5.
The phase shifts in ideal transformers are replaced by compensating shunt admittances. These shunt admittances are calculated so that the power flow from buses at the ends of the branch are conserved. This step has been helpful for introducing the equivalent inside transient stability programs, which do not model phase shifters. The phase shifts, which are introduced into the equivalent lines, are directly associated to the angle of the voltage $\tilde{V}_{r}$; hence depending on the selected value of $\tilde{V}_{r}$, it will affect the accuracy of any power system.

2.7 Dynamic Aggregation of Generating Unit Models.
The technique of forming a dynamic equivalent for a given group of generating units presumes just that these units are coherent and connected to a common bus. Coherent generating units have the same speed $\omega$ and the same terminal voltage $\tilde{V}_{r}$ for the reason that they are connected to a common bus because of network reduction [15, 17].
The efficient relations linking the mechanical and electrical output of an individual generating unit and its speed $\omega$ and terminal voltage $\tilde{V}_{r}$, are represented by the block diagram in Fig. 2.5, where these are considered as input variables.

![Fig. 2.5 Generating unit model.](image_url)

Definition of variables:

- $\omega$ frequency deviation.
- $P_m$ total mechanical power in p.u.
- $P_G$ total active power output in p.u.
- $Q_G$ total reactive power output in p.u.
- $\tilde{V}_r$ terminal voltage.
- $I_r$ terminal current.
- $u$ power system stabilizer input signal.
\( V_s \)  power system stabilizer output.

\( \delta \)  angle of machine internal voltage.

The main purpose of the process is to specify the features of this equivalent model, given the model of each individual unit. This is done by considering separately the rotor dynamics, the turbine-governor model, the excitation system model, the synchronous machine model, and the power system stabilizer model. The linear parameters of each equivalent model are numerically settled to get a minimal error between its transfer function and the sum of the transfer functions of the individual units. The error to be minimized is the total relative variation of the square magnitudes, for particular discrete frequencies. The transfer functions to be approximated are indicated in the Table 2.1.

Table 2.1 Open-loop transfer functions to be approximated by the equivalent models

<table>
<thead>
<tr>
<th>Open-Loop Transfer Function</th>
<th>Equivalent Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\omega}{(\Sigma P_m - \Sigma P_G)} )</td>
<td>Rotor Dynamics</td>
</tr>
<tr>
<td>( \frac{\Sigma P_m}{\Delta \omega} )</td>
<td>Governor + Turbine</td>
</tr>
<tr>
<td>( \frac{\Sigma \dot{f}_v}{\sqrt{q_s}} )</td>
<td>Excitation System + Synchronous Machine</td>
</tr>
<tr>
<td>( \frac{V_s}{I_a} )</td>
<td>Power System Stabilizer</td>
</tr>
</tbody>
</table>

2.7.1  Aggregation Method.

2.7.1.1  Rotor Dynamics Aggregation.

First, the rotor dynamics will be considered, so the mechanical equation for one machine is given as

\[
2H_j \frac{d\omega_j}{dt} = P_{Mj} - P_{Gj} - D_j \omega_j
\]

(2.18)

where

- \( \omega \)  is the speed deviation from the synchronous machine.
- \( H \)  is the inertia constant (generator + turbine).
- \( P_M \)  is the mechanical power.
- \( P_G \)  is the electromechanical power.
- \( D \)  is the damping constant.
- \( j \)  is the machine subscript.

Let us notice that all parameters are being referred to the same system base MVA. Under coherency assumption, all machines of the group have the same speed deviation and for the equivalent is possible to have

\[
(\Sigma, 2H_j) \frac{d\omega_j}{dt} = \Sigma P_{Mj} - \Sigma P_{Gj} - (\Sigma D_j) \omega_j
\]

(2.19)

Check that the equivalent inertia constant is the sum of the individual inertia constants and that the equivalent-damping factor is the sum of the individual damping factors.
2.7.1.2 Aggregation of the Synchronous Machine.

When both classical and detailed models are in a coherent group, the aggregation will be done separately, so the classical models (not including the excitation control) are aggregated to form an equivalent classical unit and the same process will be repeated for the detailed models creating an equivalent detailed generating unit.

Assuming coherency, two considerations will be made:

- The difference of rotor angles between machines of a coherent group continues constant.
- The terminal voltages are the same for each machine of the group, as they are linked in parallel in the same bus after reducing the coherent buses.

Using these two assumptions, it is feasible to represent a dynamic equivalent as a two-axes model with one field winding in the direct axis and one damping winding in the quadrature axis. This model is represented by Fig. 2.6.

![Fig. 2.6 Two-axes model of the synchronous machine.](image)

where:
- \( i_d \) is the direct axis of stator current component.
- \( i_q \) is the quadrature axis of stator current component.
- \( V_d \) is the direct axis terminal voltage.
- \( V_q \) is the quadrature axis terminal voltage.

Note: All values are per unit.

So then, the total electromagnetic power output in p.u. \( P_G \) of the coherent group is given by the next equation:

\[
P_G = \sum_j (V_q i_{jq} + V_d i_{dj})
\]  

(2.20)

where the terminal voltage \( V \) and the stator current \( i \) for each machine are expressed in its own reference axes, which are represented by \( d \) and \( q \).

Due to the terminal voltage is common, the total electric power could be denoted by:

\[
P_G = V_q \sum_j i_{jq} + V_d \sum_i i_{dj}
\]  

(2.21)
where the subscripts $D$ and $Q$ correspond to the components on an arbitrary pair of orthogonal axes. In addition, the equivalent machine can be represented by a two-axes model, thus its electric power output is:

$$ P_G^* = V_Q^* i_Q^* + V_D^* i_D^* $$  \hspace{1cm} (2.22)

with

$$
\begin{bmatrix}
i_Q^*(s) \\
i_Q^*(s)
\end{bmatrix} =
\begin{bmatrix}
0 & Y_{pq}^*(s) \\
Y_{qp}^*(s) & 0
\end{bmatrix}
\begin{bmatrix}V_p^* \\
V_Q^*
\end{bmatrix} +
\begin{bmatrix}Y_{pe}^* \\
0
\end{bmatrix} e_{fd}
$$  \hspace{1cm} (2.23)

(the symbol * indicates equivalent variables and parameters).

The aggregation of the synchronous machine will be done in two simple steps as follows:

- The first step only consists in calculate the position of the axes.
- On the second step the parameters of the equivalent model are adjusted independently for each axis fitting the operational admittance.

2.7.1.3 Aggregation of the Excitation System Model.

For the excitation system model, the aggregated transfer function that will be approximated is a biased sum of the transfer functions for the individual excitation systems. The weighting factor for an individual excitation system depends on the parameters of the synchronous machine to which it is connected, and on the parameters of the equivalent synchronous machine. The weighting factors consider the fact that the field voltage of larger units has more influence on terminal voltage from the coherent group than the field voltage from small units.

2.7.1.4 Aggregation of the Power System Stabilizer Model.

A power system stabilizer introduces an adjustment to the reference voltage of the excitation system. It is noticed that coherent groups with generator that have different transfer functions, as steam or hydro generating unit, or power systems stabilizer with not the same input signal, could not be aggregated into a simple equivalent unit.

In view of the fact that the input signal $u(s)$ for the entire power systems stabilizer must be equal in a coherent group, the relation for the equivalent is:

$$ \frac{\Delta e_{pe}^*(s)}{u(s)} = G_e^*(s) \cdot G_s^*(s) $$  \hspace{1cm} (2.24)

where

- $G_e^*(s)$ is the linear transfer function of the equivalent excitation system.
- $G_s^*(s)$ is the linear transfer function of the equivalent power system stabilizer.
2.8 Load Buses Reduction.
At this stage, it is merely considered the reduction of buses which have constant impedance loads. Some years ago, the most common techniques that had been applied considerably for reduction of constant impedance loads for the purpose of solving load flow and transient stability were the Ward-Hale or Gaussian elimination method and the REI (Radial, Equivalent and Independent network) method [6].
Owing to the network that represents the original power system is certainly very sparse, the Ward-Hale elimination technique reduces the number of buses, but there is not certainty that the number of lines will be reduced too, and this is really significant since the overall computing time.
Nowadays, sparsity techniques have been applied successfully to the network reduction problem in order to minimize the number of branches which are introduced into the equivalent network [6, 15]. In this sparsity oriented reduction, it is necessary to identify the key buses which have propensity to be buses which either have an important number of connections or buses that connect sub-areas that have few connections to the rest of the system. The procedure which has been the most effective for identifying key buses is based in the bus elimination order using a sparsity oriented scheme and finishing the bus elimination when the number of terms in the equivalent admittance matrix begins growing instead of decreasing.

Fig. 2.7
(a) Original network showing group of nodes that will be converted into a REI equivalent.
(b) REI network connected to original network.
(c) Equivalent network after elimination of passive nodes.

To explain the basic idea of the REI technique it is helpful to add some diagrams (Fig. 2.7). Fig. 2.7a shows a network at an operating point, which has been established previously, and a subset of $N$
active nodes of the network with injections $S_1, S_2, \ldots, S_N$ (complex power injections) will be converted into a REI equivalent. The first step is shown in Fig. 2.7b where a REI network is connected to the $N$ nodes. After the connection, the $N$ nodes will be passive nodes. The REI network has one active node $R$, with injection $S_R$, as well as the $N$ connecting nodes. The REI network has no specific internal structure but it is formed of passive linear elements and has no connection to ground [6].

The injection $S_R$ is equivalent to the algebraic sum of the $N$ known injections $S_i$. On the REI network, the real and reactive power losses must be zero and its connection must not change the electrical conditions of the original network at the solution point. Hence, voltages $V_i$ from the original nodes and the flows from the REI network into the connecting nodes must be the same as before. In view of the fact that the internal nodes plus the $N$ connecting nodes are passive, they can all be left out without affecting the condition at remaining nodes of the original network. So, when the elimination of the $N$ connecting nodes from the REI network has been done, the shape of the modified network (Fig. 2.7c) will be exactly the same as the original network at the operating point. $S_R$ will substitute the $N$ power injections, thus the correlation between the powers input-output of the equivalent network will be also the same as for the original network. It is always possible to create a REI network that satisfy the previous conditions. The REI equivalent design must be in the way so that the original network does not suffer any changes and the network design must always obey the Kirchhoff’s Laws.

SYNOPSIS.

This chapter summarizes the key concepts to understand the stability problem in power systems, such as power oscillations, equal-area criterion, load modelling and synchronous machine models are presented. Additionally, are described the main reasons to develop a dynamic equivalent for any electric grid, the most important methods to derive power system dynamic equivalents for transient stability studies and other main impressions about dynamic aggregation and load buses reduction.
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Chapter 3

ARTIFICIAL NEURAL NETWORKS

3.1 Introduction.

The human brain is a network consisting of approximately 2.5 billion processors, named neurons, which are the essential units of the nervous system. From a classical standpoint, a neuron is a simple processing unit that receives and combines signals from many other neurons via filamentary input paths [1] called dendrites; if dendrites get together they will take the shape of a dendritic tree, and these dendritic trees are linked to the soma, which is the main body of the nerve cell. The external periphery of the cell is the membrane. There is another branchlike structure called axon and other structures called synapses, which connect axons and dendrites from a neuron to those of another one. These synapses can excite or inhibit travelling signals between neurons. When synapses are excited above a certain level, the threshold level, the neuron fires producing an output signal. This signal is sent to other neurons through the synapses, and these neurons produce their own firing actions, Fig. 3.1.

Artificial neural networks (ANNs) mimic the brain and they are modelled as its physical architecture. ANNs consist of many interconnected neurons, or processing elements, with familiar characteristics, such as input, synaptic strength, activation function, output and bias [1]. The processing of an artificial neuron is characteristically constrained to a non-linear function, which is able to emulate the firing action of a real neuron. Making use of the previous conceptions, a mathematical ANN model is defined as a direct graph including the following properties [2]:

i. A state variable $x_i$ is associated with each node $i$.
ii. A real-valued weight $w_{ik}$ is associated with each link $(i, k)$ between two nodes $i$ and $k$.
iii. A real-valued bias $v_i$ is associated with each node $i$. 

Fig. 3.1 Representation of a neuron.
iv. For each node \( i \), a transfer function \( f\left[ x_i, w_k, v_i, (k \neq i) \right] \) is defined, which determines the state of the node as a function of its bias, the weight of its incoming links, and the states of the nodes connected to it by these links.

Neurons and synapses are called nodes and links, respectively, and the bias is known as the activation threshold. Regularly, the transfer function could be written as \( f(\sum w_k x_k - v_i) \), where \( f(\cdot) \) is a discontinuous step function. The fundamental features of neural networks may be divided into two groups: the architecture and neurodynamics or functional properties. The architecture is the number of artificial neurons in the network and their interconnectivity; it will define the network structure. The neurodynamics of neural networks are how the neural network learns, recalls, associates, and continuously compares new information with existing knowledge, how it classifies new information and how it develops new classification if required. Collective and synergistic computation, robustness, learning and asynchronous operation are some of the characteristics of ANNs [1].

3.2 Artificial Neural Network Classification.
There are two categories in which ANNs could be classified, and they are according to their structure and learning algorithms. In terms of their structure, ANNs can be classified into two categories: feedforward networks and recurrent networks. There are two types of learning algorithms: supervised learning algorithm and unsupervised learning algorithm, also known as self-organizing. This learning algorithm concerns the detection of unlabeled patterns of a given training set, there are no outputs known a priori, and the basic scheme is to optimise some criterion. The purpose is to find out or to classify features or irregularities in the training data without using external aid. Many problems that require an algorithm to cluster, approximate and compress given information take advantage of these unsupervised algorithms. The most common unsupervised learning algorithms are:

- Winner-takes-all learning algorithm.
- Adaptive resonance theory (ART).
- Hebbian learning.
- Self-organising feature maps (SOFM).
- Kohonen’s SOFM.

An application of one of these unsupervised algorithms (Winner-takes-all), especially for data compressing, is a learning vector quantizer (LVQ). Conversely, supervised learning assumes that for every input the output is known a priori. There are variants of the supervised algorithm, such as:

- Competitive learning.
- Cooperative learning.
- Reinforced learning.
- Error-correcting learning.
- Markovian (stochastic) learning.
The general idea about how the ANNs learn during supervised learning algorithm is in this way. When an input is applied, the obtained output is compared with the desired or target output. From this comparison, if they do not match, an error signal is generated and used to make parametric adjustments of the neural network until the desired output becomes roughly equal to the target output. These adjustments are made based on an optimisation algorithm.

There is a vast and mature field of numeric optimisation techniques; only the types of search methods that are important for artificial neural networks are described in the following.

3.2.1 Newton’s Method.

The method consists of an iterative technique for solving an equation of the form \( p(x) = 0 \), however it can be extended for the optimisation (minimization) of variable functions, as it is next described [3]. Let us consider the quadratic approximation of the function \( f(X) \) at \( X = X_i \), using the Taylor’s series expansion

\[
f(X) = f(X_i) + \nabla f_i^T (X - X_i) + \frac{1}{2} (X - X_i)^T J_i (X - X_i)
\]

where \([ J_i ] = [ J ]|_{X_i}\) is the matrix of second partial derivatives (Hessian matrix) of \( f \) evaluated at a point \( X_i \). By setting the partial derivatives of equation (3.1) to zero,

\[
\frac{\delta f(X)}{\delta x_j} = 0 \quad j = 1, 2, ..., n
\]

Equations (3.2) and (3.1) give rise to

\[
\nabla f = \nabla f_i + [J_i](X - X_i) = 0
\]

if \([ J_i ]\) is non-singular, Equations (3.3) can be solved to obtain an improved approximation \((X = X_{i+1})\) as

\[
X_{i+1} = X_i - [J_i]^{-1}\nabla f_i
\]

Since higher-order terms have been neglected in Eq. (3.1), Eq. (3.4) is to be used iteratively to find the optimum solution \( X^* \).

The sequence points \( X_1, X_2, ..., X_{i+1} \) can be shown to converge with the actual solution \( X^* \) from any initial point \( X_i \) sufficiently close to the solution \( X^* \), assuming that \([ J_i ]\) is non-singular. It can be seen that Newton’s method uses the second partial derivatives of the objective function (in the form of the matrix \([ J_i ]\)), hence it is a second-order method.

3.2.2 Gradient Method.

Contrary to the preceding method, this approach uses only the first derivatives of the objective function in calculations. Gradient-based algorithms are the most common and important non-linear local optimisation techniques [3]. The gradient is the vector at a point \( x \) that gives the (local) direction of the greatest increase in \( f(x) \) and is orthogonal to the contour of \( f(x) \) at \( x \). For maximization, the
search direction is just the gradient (named “steepest ascent”); for minimization, the search direction is the negative of the gradient (“steepest descent”)

\[ s^k = -\nabla f(x^k) \] (3.5)

In the steepest descent at the \( k \)-th iteration, transition from point \( x^k \) to another point \( x^{k+1} \) can be viewed as given by the following expression:

\[ x^{k+1} = x^k + \Delta x^k = x^k + \lambda^k s^k = x^k - \lambda^k \nabla f(x^k) \] (3.6)

where
- \( \Delta x^k \) is the correction vector from \( x^k \) to \( x^{k+1} \)
- \( s^k \) is the search direction; the direction of steepest descent
- \( \lambda^k \) is the scalar that determines the step length in direction \( s^k \)

The negative of the gradient gives the direction for minimization but not the magnitude of the step to be taken. It is assumed that the value of \( f(x) \) is continuously reduced. Equation 3.6 must be applied repetitively until the minimum is reached. At the minimum, the value of the vector gradient will be zero.

### 3.2.3 Levenberg-Marquardt Method.

This approach was proposed, independently, by Levenberg (1944) and Marquardt (1963), and is designed specially for non-linear least squares [3, 13]. This method guarantees that the Hessian matrix is positively defined and well-conditioned. This is done by modifying the Hessian matrix \( H(x) \) of \( f(x) \) on each step of the search. The process adds elements to the diagonal elements of \( H(x) \),

\[ H(x) = [H(x) + \beta I] \] (3.7)

where \( \beta \) is a positive constant greatly adequate to have \( H(x) \) positive definite when \( H(x) \) is not. To ascertain the \( \beta \) value to be used it is necessary to estimate the smallest eigenvalue (most negative) of \( H(x) \) and make \( \beta > -\min\{\alpha_i\} \), where \( \alpha_i \) is an eigenvalue of \( H(x) \). Note that if \( \beta \) is great enough, \( \beta I \) can overpower \( H(x) \) and the minimization comes close to a steepest-descent search.

### 3.2.4 Simulated Annealing - Based Global Search.

Simulated Annealing (SA) is a Monte Carlo - stochastic - method for global optimisation where the space is searched in a random rule to avoid finishing in local minima and has demonstrated to be exceptionally useful in locating the global minimum of objective or cost functions derived from complex non-linear systems. SA was first proposed by Kirkpatrick, Gelatt and Vecchi [11] in 1983 as a combinatorial optimisation algorithm. The abstract notion of the process is ruled by the theory of Markov chains, and the simulation is possible via the Metropolis algorithm [12]. The central theory of this method is how a solid-state material is heated up to a temperature waiting for reaching an
amorphous liquid shape. After that, it is cooled gradually and according to a specific schedule, the temperature decreases. If the initial temperature is high enough to ensure a sufficient random state, and if the cooling is slow enough to ensure that thermal equilibrium is reached at each temperature, then the atoms will arrange themselves in a pattern that closely resembles minimum global energy. This combinatorial optimisation algorithm has a primary feature, a generation mechanism which selects a solution $j$ from the neighborhood $S_i$ of the solution $i$. The method does not require gradient information, so it is appropriate for a wider variety of functions than the stochastic methods.

3.2.5 Genetic Algorithms.

Genetic algorithms (GA) are global (stochastic) optimisation algorithms based on the mechanics of natural selection and natural genetics and were initially formulated by Holland (1975) [14, 16]. GA originally operated on a binary level and are extremely similar to nature, where the information is coded in four different bases (“A”, “G”, “C”, “T”) on the DNA. Genetic algorithms start with an initial set of random solutions called *population*. Each individual in the population is named a *chromosome*, representing a solution to the problem. A chromosome is a set of *genotypes*, which store the characteristics of solutions. The chromosomes grow due to successive iterations labelled as *generations*. The objective function (fitness measuring criterion) determines the suitability of each solution. Founded on these values, some of them are selected for reproduction. Genetic operators are applied on these (selected) parent chromosomes and new chromosomes (*offspring*) are generated. The operators frequently employed in GA are selection/reproduction, crossover, and mutation which are used to generate a new population. Some of the parents form offspring by rejecting others to keep the population size constant. Fitter chromosomes have higher probabilities of being selected. After several generations, the algorithm converge to the best chromosome, which hopefully represents the optimum or sub optimum solution to the problem.

3.3 Feedforward Networks.

In this kind of ANNs neurons are usually clustered into layers. Signals run from the input layer through the output layer due to unidirectional connections, the neurons being connected from one layer to the next, but not to the same layer. The *multi-layer feedforward network* is responsible for most of the successful applications of neural networks [5] and is certainly the most commonly used neural network. The best example of feedforward network is the *multi-layer perceptron* (MLP) network. However, there are many other types of feedforward networks as the *learning vector quantization* (LVQ) network, the *cerebellar model articulation control* (CMAC) network and the *group-method of data handling* (GMDH) network.

Other ANNs as *Perceptron* and *Adaline* which were developed before and were the heart for the multi-layer perceptron will be described in the following.
3.3.1 Perceptron Network.
This is the first artificial neural network model and was developed by Frank Rosenblatt [1,2,6,7,9,10] by the end of the 50’s. This ANN is able to learn and recognize simple patterns; moreover, it is capable of separating many learning patterns into two classes. Its architecture is very simple. A perceptron is a linear gate, which consists of one exit neuron that can add up the entries, subtract the threshold and send the result through a transfer function which is a unit step function. Fig. 3.2 illustrates the single Perceptron model.

The decision rule is +1 if the answer fits the pattern of one class or -1 if fits in other class. The output value must depend on the total entry, (which are the entries $x_i$ added up and multiplied by the weights $w_i$), and the threshold value $\theta$. It can be represented in a better way by the following equations.

$$ y = \begin{cases} 
+1 & \text{if } \sum_{i=1}^{n} w_i x_i \geq \theta \\
-1 & \text{if } \sum_{i=1}^{n} w_i x_i < \theta 
\end{cases} 
$$

(3.8)

The technique to analyse the geometric reasoning for ANNs as perceptron is to represent on a map the “decision regions” created inside the multidimensional space in the network. In these regions patterns belonging to each class are visualized. The perceptron separates the regions using a hyper plane which equation is determined by the weights and the given activation threshold. Figure 3.3 can help to visualize the technique.
For a bidimensional example, the perceptron network classifies data according to:

\[
y = \begin{cases} 
\text{Yes} & \text{if } w_1x_1 + w_2x_2 \geq 0 \\
\text{No} & \text{otherwise}
\end{cases}
\]

Therefore, it separates the space into two halves, as it is shown in Fig. 3.3. The perceptron network possesses a learning algorithm which is one from the supervised type. During the training, the perceptron must adjust the weight and the threshold values, in which most of the times it is convenient to consider the threshold value as a weight \( \theta = w_0 \).

Perceptron Training Algorithm.
This learning procedure is described by five steps, which are summarized as follow.

1. **STEP 1. Initialise values.**
   Start with randomly chosen weight values \( w_i \), and the threshold value is taken as \( \theta = -w_0 \).

2. **STEP 2. Set the input and output values.**
   Set the new input patterns \( x_i = (x_{i1}, \ldots, x_{in}) \) and the target output \( d(t) \).

3. **STEP 3. Calculate the actual output value.**
   The output value can be determined as follows:
   \[
y(t) = f \left[ \sum_{i=1}^{n} w_i(t) * x_i(t) - \theta \right]
   \]  
   (3.9)
   where \( f(x) \) is the unit transfer function.

4. **STEP 4. Update weights using the iterative relationship.** This will be done using the next equation.
   \[
w_i(t+1) = w_i(t) + \alpha \left[ d(t) - y(t) \right] x_i(t)
   \]  
   (3.10)
   \( 0 \leq i \leq n-1 \)
   where,
   \( d(t) \) corresponds to the target output.
   \( y(t) \) represents the actual output.
   \( \alpha \) corresponds to the gain factor or the learning rate.

The **learning rate** must be amid 0 and 1.0; it is adjusted to satisfy the quick learning requirement such as the stability and the estimation weights. This process is repeated until the errors produced by each pattern equal zero.
STEP 5.
Repeat step 2-4.

3.3.2 Adaptive Linear Neuron or Element (ADALINE) Network.
Almost simultaneously to the perceptron network, Adaline network was developed; Bernard Widrow was its designer. Its architecture is roughly the same as the perceptron network. The basic difference among them is concerning to the learning algorithm. Adaline network uses the “Widrow-Hoff Delta rule”, which is based on the error expression between the target output and the linear output obtained before applying the transfer function. Another special feature that makes the difference between Perceptron and Adaline is the transfer function. For the Adaline network the common transfer function is the sigmoid function. The main reasons motivating the use of an s-shaped sigmoid function are that it is continuous, monotonically increasing, invertible, everywhere differentiable and asymptotical; Fig. 3.4 depicts sigmoid function defined as

$$f(y) = \frac{1}{1 + e^{-y}}$$

(3.11)

![Fig. 3.4 A sigmoid function.](image)

An Adaline is a simple system that accomplishes classification by adjusting weights in order to reduce the mean squared error (MSE) at every iteration [6]. This can be done using gradient descent. In other words, the Adaline model compares the actual output $R$ with the target output $T$; this is based on the mean-squared learning algorithm where the weights are adjusted and the error function is

$$E = T - R$$

(3.12)

The main objective is to adjust the weights so that the MSE is reduced through the next equation:

$$\frac{\delta w_i}{\delta t} = \alpha \delta x_i \frac{x_i}{|x|^2}$$

(3.13)

where,

$\delta$ is an increment

$w_i$ is the weight vector.
$x$ is the input vector.
$\alpha$ is the learning rate.

An Adaline model is illustrated in Fig. 3.5; this model will be used to explain the Widrow-Hoff Delta rule.

![Adaline model with Teacher](image)

where,

$x_j = [x_1, x_2, \ldots, x_n]$ is the input vector.

$w_i = [w_1, w_2, \ldots, w_n]$ is the input weight vector.

$R$ is the output of the neuron preceding the nonlinearity.

$O$ is the output from the neuron following nonlinearity.

$T$ is the target signal (this, along with the input signals, produces the error or learning signal used only during training).

$E$ is the output error used during learning.

**Adaline Training Algorithm.**

For Adaline network the learning rule which is frequently used is the Widrow-Hoff Delta rule ($\alpha$-LMS). This algorithm is based on an approximate steepest descent procedure [1, 2, 5]. The $\alpha$-LMS algorithm estimates the MSE by using the squared error at each iteration. Subsequently, the learning algorithm is described.

1. Assign random weight values.
2. Apply the selected input and the target output to the model.
3. Determine the error signal.
4. Adjust the weights based on equation (3.10) then, the error will be reduced by $1/n$, where $n$ is the number of weights.
5. Repeat the procedure expecting the error to become zero.
6. Repeat the procedure for the next set of inputs.

3.3.3 Recurrent Networks.
In these networks, the outputs of some neurons are feedback for the same neurons or they can also be feedback for neurons on preceding layers. Therefore, signals can run in both directions, forward and backward. A special feature of this kind of networks is their dynamic memory; it means that their outputs at a given moment reproduce the recurrent input in addition to previous inputs and outputs. Some examples of recurrent networks are the Hopfield network, the Elman network and the Jordan network.

3.3.4 Multi-Layer Perceptron (MLP) Network.
The arising of multi-layer perceptron (MLP) was mainly due to the limitations of the Perceptron and Adaline Networks to solve complex problems. An example of these problems is that Perceptron or Adaline networks cannot differentiate between two linearly separable sets of patterns such as the solution to the Exclusive-OR function, as it is shown in Fig. 3.6.

No separating hiperplane exists

Fig. 3.6 Exclusive-OR function.

Other comment against the Perceptron and Adaline network is that for a different set of input patterns a different network has to be trained. Thus, these are some of the main reasons to develop an ANN that solve non-linear problems; this can be done connecting neural networks as Perceptron and Adaline in such a way that linear combinations are able to solve problems as an Exclusive-OR function or the square doughnut problem, Fig. 3.7.

Fig. 3.7 Squared donut.

According to the limitations and the seriously limited capabilities of ANNs such as Perceptron and Adaline, the multi-layer Perceptron (MLP) was developed with the purpose to overcome these limitations. Hence, the supervised learning algorithm for Perceptron and Adaline must be renewed to
be used in MLP. The learning algorithm made for MLP is the Back-Propagation (BP) learning algorithm which was developed independently by Amari (1967, 1968), Bryson and Ho (1969), Werbos (1974) and Parker (1985) [1, 2, 5, 9, 10]. Fig. 3.8 shows the BP applied to a feedforward ANN.

![Fig. 3.8 Feedforward MLP.](image)

There are some interesting features about the MLP structure. From Figure 3.8, each circle represents an artificial neuron. The transfer function of each one is generally the same for all the neurons. The neuron’s number usually differs for each layer and it has a high dependency with respect to the problem which is going to be solved. A typical multi-layer perceptron ANN contains from 3 to 4 layers taking into account the input layer. In Table 3.1 a feedforward artificial neural network is defined with two layers of neurons.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Index</th>
<th>Input</th>
<th>Weights</th>
<th>Weighted Sum</th>
<th>Output</th>
<th>Target Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>$k$</td>
<td>$O_{nj} = s(y_{nj})$</td>
<td>$w_{nj}$</td>
<td>$y_{nk} = \sum_{j=0}^{P} w_{kj} O_{nj}$</td>
<td>$O_{nj} = s(y_{nk})$</td>
<td>$T_{nk}$</td>
</tr>
<tr>
<td>Middle (hidden)</td>
<td>$j$</td>
<td>$X_{ni}$</td>
<td>$w_{ji}$</td>
<td>$y_{nj} = \sum_{i=0}^{P} w_{ji} X_{ni}$</td>
<td>$O_{nj} = s(y_{nj})$</td>
<td></td>
</tr>
<tr>
<td>Input</td>
<td>$i$</td>
<td>$X_{ni}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3.5 Back-Propagation Learning Algorithm.
As it is previously mentioned, the BP algorithm is one of the most frequently used supervised learning algorithms for feedforward ANNs. The aim is to adjust the weights $w_{ij}$ and $w_{ji}$ in such way that the error function is minimized over the training set. The creation of this supervised learning algorithm was a consequence of the drawbacks that the gradient-descent algorithm had demonstrated to be capable of updating the weights of the hidden layers; this was due to the hidden layers have not
available target values (desired outputs). BP is a gradient-descent-based learning procedure for minimizing the sum of squared error criterion function in a feedforward-layered network of sigmoidal units. A total procedure for updating the weights in feedforward ANNs applying the BP learning algorithm is summarized underneath, this procedure is for a two-layer architecture [5].

A. Initialise all weights, $w_{ij}^c$ and $w_{ji}^c$.

B. Set the learning rate to a small positive value.

C. Select an input pattern $x^k$ from the training set (preferably at random) and spread it through the network.

D. Use the desired target $d^k$ associated with $x^k$ and compute the output layer weight changes $\Delta w_{ij}$, applying the next equation.

$$
\Delta w_{ij} = w_{ij}^{new} - w_{ij}^c = -\alpha \frac{\delta E}{\delta w_{ij}} = \alpha (d_l - y_l) f'_0 (net_j) z_j
$$

(3.14)

E. Employ the next equation to determine the hidden-layer weight changes $\Delta w_{ji}$.

$$
\Delta w_{ji} = \alpha \left[ \sum_{l=1}^{L} (d_l - y_l) f'_0 (net_j, w_{ji}) \right] f'_h (net_i) x_i
$$

(3.15)

F. Update all weights according to the next equation.

$$
w_{ij}^{new} = w_{ij}^c + \Delta w_{ij} \quad \text{and} \quad w_{ji}^{new} = w_{ji}^c + \Delta w_{ji}
$$

(3.16)

for the output and hidden layers, respectively.

G. Test of convergence, which could be done by checking some pre-selected function of the output error to see if its magnitude is below some preset threshold. If convergence is met, stop; otherwise, $w_{ij}^c = w_{ij}^{new}$ and $w_{ji}^c = w_{ji}^{new}$, and go to step C. A convenient selection is the root-mean-squared (RMS) error.

where,

$l = 1, 2, \ldots, L$

$j = 0, 1, \ldots, J$

$\alpha$ is the learning rate.

$L$ is the l-th output layer.

$J$ is the j-th hidden layer.

$w_{ij}$ is the weight of the l-th hidden unit associated with hidden signal $z_j$.

$w_{ji}$ is the weight of the j-th hidden unit associated with hidden signal $x_i$.

$w_{ij}^{new}$ and $w_{ji}^c$ represent the updated (new) and current weight values.

$d_l$ is the l-th component of target vector.
\( y_l \) is the \( l \)-th component of unit (neuron) output.

\[
net_l = \sum_{j=0}^{L} w_{lj} z_j , \quad \text{is the weighted sum for the } l\text{-th output unit.}
\]

\[
z_j = f_h \left( \sum_{i=0}^{n} w_{ij} x_i \right) = f_h (net_j)
\]

\( f_0 \) is the derivate of \( f_0 \) with respect to \( net \).

\( f_0 \) is the activation function for each unit of the output layer.

\( f_h \) is the activation function of the hidden units, usually a hyperbolic tangent or logistic function.

### 3.4 Some examples related to ANNs.

Ex 1. At this stride some smooth examples concerning the application of ANNs are illustrated. The first illustration (Fig. 3.9), corresponds to Perceptron networks. For this simulation, eight patterns which previously have been classified (circles or crosses) are distributed on the \( x \)-\( y \) plane. The network must be robust enough to know how to divide the plane into two sections. Afterwards, another pattern is marked on the plane and the network can recognize the type of input corresponding (circle or cross). This is a peculiarity of ANNs; it could be said that the artificial neural network possesses a memory system that can envisage the output to which the new pattern corresponds, to distinguish this pattern it is marked as a triangle. This model is able to unravel many learning patterns as the user settles into two classes and another pattern can be added to the plane to be identified.

There are four cases for the same example. It is observed in Fig. 3.9 (d) that the network is not capable of finding a separable gap between them, so the pattern that will be marked after the training procedure will never appear; this is a limitation for this Perceptron network.
Ex. 2 In the following an Adaline network is used. The application of this network will be used for pattern recognition; to be more specific the Adaline will classify digits from 0 to 9, according to some previous important information that has been settled by the programmer such as the number of layers, the number of units per layer, the activation function for each layer or unit, the learning rate, the error to finish training amongst others parameters. To identify digits, a diagonal matrix is used; the following matrix encloses data which Adaline network distinguishes. For example, if data input are \([0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0]\) the Adaline can recognize to which number it refers to; it denotes number 5. If the next matrix represents input patterns,

\[
\text{Input} = \begin{bmatrix}
\text{yes} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{yes} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{yes} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{yes} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{yes} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{yes} & \text{no} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{yes} & \text{no} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{yes} & \text{no} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{yes} & \text{no} \\
\text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{no} & \text{yes}
\end{bmatrix}
\]

Thus, the answer given by the Adaline network is:
If the input data arrange is changed, the results will be completely different, based on evident reasons.

Ex 3. For next case a back-propagation network with bias terms and momentum is used. *Momentum* is a simple term that helps to accelerate the algorithm convergence and it is introduced in the weight updating equation (Equation 3.10). This network will be used to predict the annual number of sunspots (time-series forecasting). To get a general vision regarding to sunspots a concisely description will be done.

Every 11 years the sun experiences a period of activity named *solar maximum*, followed by a period of calm called the solar minimum. During the solar maximum, there are many sunspots, solar flares, and coronal mass ejections, all of which can affect communications and weather here on Earth. One way to track solar activity is by observing sunspots. Sunspots are relatively cool areas that appear as dark blemishes on the face of the sun. They are formed when magnetic field lines just below the sun's surface are twisted and push through the solar photosphere. The twisted magnetic field above sunspots are sites where solar flares are observed to occur [8].

ANN will forecast the sunspots for 20 years (from 1960 to 1979). Input patterns will be annual number of sunspots for the 280 subsequent years. The main characteristics for this network are: it has three layers, in which the first one - input layer - contains thirty neurons or units, the second one has ten neurons, the hidden layer and the final layer just holds one unit. The momentum is set up at 0.5 and
The learning rate is 0.05. The transfer function used is a sigmoid function. The first weights values are chosen randomly.

The results after the network has been trained for 320 epochs are the following (Table 3.2). The MSE on training set was 0.141.

Table 3.2 Sunspot forecast.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>SUNSPOT</th>
<th>PREDICTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td>0.572</td>
<td>0.532</td>
</tr>
<tr>
<td>1961</td>
<td>0.327</td>
<td>0.334</td>
</tr>
<tr>
<td>1962</td>
<td>0.258</td>
<td>0.158</td>
</tr>
<tr>
<td>1963</td>
<td>0.217</td>
<td>0.156</td>
</tr>
<tr>
<td>1964</td>
<td>0.143</td>
<td>0.236</td>
</tr>
<tr>
<td>1965</td>
<td>0.164</td>
<td>0.230</td>
</tr>
<tr>
<td>1966</td>
<td>0.298</td>
<td>0.263</td>
</tr>
<tr>
<td>1967</td>
<td>0.495</td>
<td>0.454</td>
</tr>
<tr>
<td>1968</td>
<td>0.545</td>
<td>0.615</td>
</tr>
<tr>
<td>1969</td>
<td>0.544</td>
<td>0.550</td>
</tr>
<tr>
<td>1970</td>
<td>0.540</td>
<td>0.474</td>
</tr>
<tr>
<td>1971</td>
<td>0.380</td>
<td>0.455</td>
</tr>
<tr>
<td>1972</td>
<td>0.390</td>
<td>0.270</td>
</tr>
<tr>
<td>1973</td>
<td>0.260</td>
<td>0.275</td>
</tr>
<tr>
<td>1974</td>
<td>0.245</td>
<td>0.211</td>
</tr>
<tr>
<td>1975</td>
<td>0.165</td>
<td>0.181</td>
</tr>
<tr>
<td>1976</td>
<td>0.153</td>
<td>0.128</td>
</tr>
<tr>
<td>1977</td>
<td>0.215</td>
<td>0.151</td>
</tr>
<tr>
<td>1978</td>
<td>0.489</td>
<td>0.316</td>
</tr>
<tr>
<td>1979</td>
<td>0.754</td>
<td>0.622</td>
</tr>
</tbody>
</table>

Ex. 4 In the next example, a cone is formed and the ANNs will attempt to simulate it. The artificial neural network that will be employed has the next characteristics:

- It is a multi-layer feedforward network.
- It possesses one input layer with four elements.
- It includes two hidden layers each one with 20 neurons.
- A tangent-sigmoid transfer function is used for the input and hidden layers.
✓ A linear transfer function is applied for the single output layer, and  
✓ The Levenberg-Marquardt algorithm is used for training the net.

Fig. 3.10 illustrates the cone reproduced by the ANN without training, and in Fig. 3.11 is presented the resultant shape of the cone after it has been trained during 200 epochs and for a MSE equal to 1e-5.

Ex 5. Other examples are employed to exemplify a multi-layer perceptron network.  
A 2-layer, feed-forward network is employed. The problem is made of one input variable X and one target variable T, with data generated by sampling X at equal intervals and then generating target data by computing $\sin(2\pi X)$ and adding Gaussian noise. The network with linear outputs is trained by minimizing a sum-of-squares error function using different optimisation algorithms. All examples have one input unit, three hidden units and one output unit, a linear output unit activation function is used, the hidden units are activated by a tangent-hyperbolic function and are trained for 500 epochs. The first example, Figure 3.12(a) is trained using a scaled conjugated gradient optimiser. Figure 3.12(b) and 3.12(c) are trained applying the quasi-Newton optimisation approach and the conjugate gradient optimisation method, respectively. All examples are trained with the same momentum and learning rate, 0.5 and 0.05 correspondingly.
As it is noticed in the plot results, the ANN is competently trained for the main purpose not withstanding the optimisation approach applied.

Ex. 6 The next example studies the identification of a RLC circuit that is done using an ARX (AutoRegressive, eXtra input) model structure; the RLC circuit is illustrated in Fig. 3.13.

![RLC Circuit Diagram]

Where \( i_1(t) \) and \( i_2(t) \) are the current signals, \( U_1(t) \) and \( U_2(t) \) are the input signals. The input signals are considered as a pseudorandom binary signal (PRBS), which is a periodic, deterministic, random process that assumes only two values with white-noise-like properties. Fig. 3.14 shows a PBRS.
Fig. 3.14 A Pseudorandom binary signal.

The R, L, C elements are defined as

- R is the resistance value in ohms, 1.5.
- L is the inductance value in henries, 0.25.
- C is the capacitance value in faradays, 0.5.

For this RLC circuit the state space variables are the loop current, \( i(t) \) and the voltage in the capacitance element, \( v_c(t) \). The transfer functions for this RLC circuit from input 1 to output 1 and 2 are given by

\[
y_1(t) = \frac{4s + 5.333}{s^2 + 1.333s + 8} \\
y_2(t) = \frac{4s}{s^2 + 1.333s + 8}
\]

and from input 2 to output 1 and 2

\[
y_1(t) = \frac{4s}{s^2 + 1.333s + 8} \\
y_2(t) = \frac{-0.6667s^2 - 4s}{s^2 + 1.333s + 8}
\]

The ARX archetype structure is a parametric model, in which the purpose is to obtain the coefficients from the transfer functions. The parameters can be estimated applying a linear least squares technique since the predictor error is linear in the parameters. The ARX model is depicted in Fig. 3.15, and is described by

\[
A(q)y(k) = B(q)u(k) + v(t)
\]

where \( A(q) \) and \( B(q) \) represents matrix polynomials in the time operator \( q \), \( u(k) \) is the input vector, \( y(k) \) is the output vector and \( v(t) \) is the noise signal.

The optimal ARX predictor is defined by [4]

\[
\hat{y}(k|k-1) = B(q)u(k) + (1 - A(q))y(k)
\]

which can be written as

\[
\hat{y}(k|k-1) = b_0u(k-1) + \ldots + b_mu(k-m) - a_1y(k-1) - \ldots - a_my(k-m)
\]

assuming that \( \text{deg}(A) = \text{deg}(B) = m \).
The ARX predictor presents a characteristic that makes it unique; it is always stable even if the ARX model is unstable. This distinctive feature shows because the predictor does not possess feedback.

![Fig. 3.15 ARX model.](image)

An artificial neural network is trained with the objective of forecasting and obtaining the state space variable values. The ANN structure consists of two signals for the input layer, one hidden layer that has three neurons and two signals for the output layer. This ANN is a multi-layer feedforward network that is trained for 1000 epochs as maximum, using the Levenberg-Marquardt optimisation algorithm, a tangent-sigmoid transfer functions are used for the hidden layers, and linear transfer functions are applied for the output layers. All data before been applied to the ANN are scaled; this is zero mean and variance 1; this is done with the objective of not having a too dominating magnitude from the largest signal. Besides, scaling data makes the algorithm training robust and leads to a faster convergence. The ANN is trained for the first 500 samples in both inputs (PRBS) and output signal, and the next 200 samples over the state space variable values \((i(t)_1, V(t)_1)\) are predicted. The results are illustrated in Fig. 3.17.

![Fig. 3.16 ANN used for the RLC circuit example.](image)
Fig. 3.17 Comparison between output and prediction values.

SYNOPSIS.
In this chapter the foundations of artificial neural networks are reviewed, the mainly universal category of them such as Perceptron, Adaline and MLP and their corresponding training algorithms are illustrated. It is confirmed that the best ANN that use supervised learning is the multi-layer perceptron network due to its capability for solving all the problems and sundry them where they were showed off. Perceptron and Adaline, primarily the first one, presented trouble for solving the Ex.1 described, so its limited capabilities are corroborated. It is also surveyed the principal optimiser algorithms apply to artificial neural networks and their principal advantages and disadvantages concerning each other. An example application for a RLC circuit is presented and it is the beginning for the next chapter, where more applications are described.
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4.1 Introduction.
Researchers have made many proposals to construct dynamic equivalents based on identification, modal analysis, empirical simplification, coherency or using singular perturbation theory just to remark some of them. Actually, these methodologies are well known and have been analysed by many people. The major techniques that have been most contemplated to solve dynamic equivalents are: modal analysis, coherency and identification [1-14].

The central point of modal techniques is to represent sections of an unwieldy scale power system model by equations which are easier to solve and have the peculiarity to be more computationally manageable than the regular nonlinear differential/algebraic equations for transient stability studies. Such approaches are based on a linearized version of the power system dynamic model, understanding that the total dynamic response is composed of elemental blocks, labelled as natural modes.

The coherency procedure is applied to generator buses for reducing their number. The purpose is to evaluate the best way in which those groups can be recognized. Generally, if the angular differences of two generator buses are invariant over a certain period, with a predefined tolerance, these generator buses are recognized as coherent. Normally, coherency measures are used to this intention, and those that have offered high-quality results for dynamic equivalents are based on the internal voltage angle deviation.

The identification technique relies on the determination of the essential characteristics of a dynamic system by monitoring the response of system variables to random system inputs, either natural or intentional. This technique is different from the others due to information of the external system is not required so this could be seen as an advantage. The fundamental nature of identification approaches consists of matching signals from an actual system that is under random disturbances, with the same signals calculated on a reduced model of the system, and adjusting this one to reduce the difference. For many years such approaches have been an important guidance for many authors so that many other techniques, which are related to these ones have emerged to determine the problem such as neural networks [17-20] and statistical approaches [15, 16].

In the following, a methodology based on modal analysis is described and proposed for reducing the external system to a few generator nodes. The reduced model obtained, preserves the modal structure of the study system.
In this chapter two propositions are made to construct robust dynamic equivalents: (a) based on preserving those electromechanical modes related with the studied system; (b) based on forecasting voltages at frontier nodes through neural networks.

Robustness in this context means that the Dynamic Equivalent is able to reproduce, as close as possible, results of the full system in face of different operating conditions and faults location.

4.2 Modal Equivalent.

The dynamic equivalents main objective is to reduce the external system, preserving only the frontier nodes. That is, those nodes of the external system linked with nodes of the system studied. At frontier nodes, fictitious generators are located. Constraints are related to the loss of minimum information on electromechanical modes of the system studied [5].

4.2.1 Steady state.

First, the preservation of the steady state must be verified. In this work the option of eliminating all nodes of the external system, except the frontier nodes, was taken. The complex power that should inject the fictitious generators at such nodes is calculated by a load flow study. Therefore, the nodal balance equation yields

$$\sum_{j \in J} P_{ij} + P_{gi} + P_{li} = 0, \forall i \in I$$  \hspace{1cm} (4.1)

where $I$ is the set of frontier nodes, $J$ is the set of nodes linked to the $i_{th}$ frontier node, $P_{ij}$ is the active power flowing from $i_{th}$ to $j_{th}$ node, $P_{gi}$ is the generation at the $i_{th}$ node and $P_{li}$ is the load at the $i_{th}$ node. The voltages of these nodes are adjusted to those values calculated in the steady state study. This procedure has the advantage of avoiding the aggregation of generators, as in the classical equivalency methods, Section 2.7.1.

4.2.2 Proposition.

The model of the equivalent generators located at the frontier nodes can be of any order. For the sake of simplicity, a fourth order model is applied

$$\frac{d\delta}{dt} = \omega - \omega_0$$

$$\frac{d\omega}{dt} = \frac{1}{T_j} [M - D(\omega - \omega_0)]$$

$$\frac{dE'_{\delta}}{dt} = \frac{1}{T_{d0}} \left[ -E'_{\delta} - (x_d - x'_{d})i_d + E_{\mu} \right]$$

$$\frac{dE'_{\mu}}{dt} = \frac{1}{T_{\mu0}} \left[ -E'_{\mu} - (x_q - x'_{q})i_q \right]$$

$$\frac{dE_{\mu}}{dt} = \frac{1}{T_A} \left[ -E_{\mu} + K_A (V_{ref} + V_j - V_i) \right]$$

\[4.2\]
where $\delta$ is the power angle position, $\omega$ is the angular speed, $H$ is the inertia constant, $E_q'$ and $E_d'$ are the transient electro-motive forces (emfs), $I_d$ and $I_q$ are the $d$-axis and $q$-axis armature currents, $E_{fd}$ is the excitation voltage, $T_{d0}'$ is the $d$-axis open-circuit time constant, $T_{q0}'$ is the $q$-axis open-circuit time constant, $X_d$ is the $d$-axis synchronous reactance, $X_d'$ is the $d$-axis transient reactance, $X_q$ is the $q$-axis synchronous reactance and $X_q'$ is the $q$-axis transient reactance, $K_A$ is the gain and $T_A$ is the time constant of the static excitation system.

As can be noticed, a static excitation system is included. The model parameters to be estimated are: (a) inertia constant $H_{eqi}$; (b) steady state and transient reactances $X_{deqi}, X_{qdeqi}, X_{qeqi}, X_{qeqi}'$; (c) damping factor $D_{eqi}$; (d) time constants, $T_{d0eqi}, T_{q0eqi}, T_a$; (e) gains $K_a$. So that, ten parameters are associated with each equivalent generator. They are estimated through an optimisation procedure. The full multi-machine power system model linearized around the $k_{th}$ equilibrium point is represented by the state space equation

$$x = A_k x + B_k u, \ y = C_k x$$  \hspace{1cm} (4.3)$$

where $x \in \mathbb{R}^n$ is the state space vector, $u \in \mathbb{R}^q$ is the input signal vector, and $x \in \mathbb{R}^p$ is the output signal vector. Let us define $A_{r-k}$ as the state space matrix of the corresponding linearized reduced model around the $k_{th}$ equilibrium point, when just generators of the studied system and some fictitious generators -representing the external or reduced subsystem- are retained. Therefore, in this work the dynamic equivalent is calculated solving the following minimization problem

$$\min_{k \in K} \left\{ \lambda(A_k) - \lambda(A_{r-k}) \right\}$$  \hspace{1cm} (4.4)$$

where $K$ is the set of operating conditions under study; $\lambda(A_k)$ is the set of electromechanical modes with relevant contributions of generators of the studied system; this set is evaluated just once for each operating condition. $\lambda(A_{r-k})$ is the associated set of electromechanical modes of the reduced system; this set is evaluated each time is required by the optimisation algorithm, in order to adjust the equivalent generators’ unknown parameters. That is, the proposition is based on matching, as close as possible, the set of electromechanical modes related with the studied system evaluated for the full system on different operating conditions $\lambda(A_k)$, with the corresponding set of electromechanical modes for the reduced system through the minimisation process, the unknown parameters of the equivalent generators are estimated, until Eq. (4.4) reaches a minimum.
4.2.3 Levenberg-Marquardt Algorithm.

To solve the problem posed in Eq. (4.4) several methods can be tried, but only two of them are considered appropriate in this work: (a) the Levenberg-Marquardt Algorithm; (b) Genetic Algorithms. Within the conventional optimisation methods, the Levenberg-Marquardt method was preferred due to its robustness, although another one may be useful. The optimisation problem can be expressed as a sum of squares

\[ J(x) = [r(x)]T [r(x)] \]  

(4.5)

where \( x \) is the vector of unknown parameters. To minimize \( J(x) \) it is necessary to differentiate (4.5) and equate to zero, it must satisfy the non-linear equation

\[ \frac{dJ(x)}{dx} \bigg|_{x=\hat{x}} = -2[F(\hat{x})]^T r(\hat{x}) = 0 \]  

(4.6)

where \( F(\hat{x}) = \frac{dr(x)}{dx} \bigg|_{x=\hat{x}} \) is the Jacobian matrix.

One method of solving (4.6) is based on the Taylor series approximation of \( r(x) \) around a nominal point \( x^0 \), i.e.

\[ r(x) = r(x^0) + F(x^0)[x - x^0] \]  

(4.7)

Substituting (4.7) into (4.6) it yields

\[
\begin{align*}
[F^T(x^0)F(x^0)][x - x^0] &= F^T(x^0)r(x^0) \\
[F^T(x^q)F(x^q)][\Delta x^{q+1}] &= F^T(x^q)r(x^q)
\end{align*}
\]  

(4.8)

with update values \( x^{q+1} = x^q + \Delta x^{q+1} \). The iterations of (4.8) are continued until \( J(\hat{x}) \) approaches the minimum. The method of estimating \( \hat{x} \) by solving (4.8) is also called the Gauss-Newton method. According to the Levenberg-Marquardt algorithm [22], (4.8) may be solved by adding positive numbers to the diagonal of the matrix \( F^T(x^q)F(x^q) \) in case of oscillatory behaviour in convergence and/or ill-conditioning of the matrix. So, (4.8) becomes

\[
[F^T(x^q)F(x^q) + \alpha D] \Delta x^{q+1} = F^T(x^q)r(x^q)
\]  

(4.9)

where \( D \) is a diagonal matrix and the constant \( \alpha > 0 \). A small \( \alpha \) gives a Newton’s step and a large \( \alpha \) gives a steepest descent step. We adjust \( \alpha \) by comparing the actual reduction \( \Delta J(\hat{x}) \) in the sum of squares, to the reduction that would have occurred if the linear model
\[ r(x^0 + \Delta x) = r(x^0) + F(x^0)\Delta x \] (4.10)

had been precise.

A test for optimality of the point \( x^q \) often carried out is: if \( \left| \frac{dJ(x^q)}{dx} \right| \leq e \), \( x^q \) is optimum and hence stops the process. Smaller convergence values (e) result with the best estimation of the model parameters’ model.

4.2.4 Genetic Algorithm (GA)

Genetic algorithms are global, randomised search techniques based on the mechanics of natural selection and natural genetics [23]. They were developed to allow computers to evolve solutions to difficult problems, such as function optimisation and artificial intelligence. In a GA, solutions represented by data structures called individuals are evolved, and new population of individuals are created. Every individual is assigned a fitness measure that characterizes how it compares to other individuals in the same population. In general, the fittest individuals of any population tend to reproduce and survive to the next generation, thus improving successive generations. However, inferior individuals can, by chance, survive and also reproduce. Genetic algorithms have been shown to solve linear and non-linear problems by exploring all regions of the state space and exponentially exploiting promising areas through mutation, crossover, and selection operations applied to individuals in the population [24]. During the course of an algorithm run, population with improved solutions are evolved until a stopping criterion is met. Algorithms for function optimisation are generally limited to convex regular functions. However, many functions are multi-modal, discontinuous, and non-differentiable. Stochastic sampling methods have been used to optimise these functions. Whereas traditional search techniques use characteristics of the problem to determine the next sampling point (e.g., gradients, Hessians, linearity and continuity), stochastic search techniques make no such assumptions. Instead, the next sampled point(s) is (are) determined based on stochastic sampling/decision rules rather than a set of deterministic decision rules. Genetic algorithms have been used to solve difficult problems with objective functions that do not possess nice properties such as continuity, differentiability, satisfaction of the Lipschitz condition, etc. [25]. Selection procedure may create a new population for the next generation based on either all parents and offspring or part of them. A sample space is characterized by two factors: size and ingredient (parent or offspring). The regular sampling space contains all offspring but just part of parents. The enlarged sampling space contains whole of parents and offspring. Sampling mechanism concerns the problem of how to select individuals from sampling space. Three basic approaches have been used to sampling individuals: stochastic, deterministic and mixed sampling. Selection probability concerns how to determine selection probability for each individual. In proportional selection procedure, the selection probability of an individual is proportional to its fitness. This simple scheme exhibits some undesirable properties. Scaling and ranking mechanisms are proposed to mitigate these problems. Genetic algorithms have
proved to be a versatile and effective approach for solving optimisation problems. Nevertheless, there are many situations in which the simple genetic algorithm does not perform particularly well, and various methods of *hybridisation* have been proposed. For many optimisation problems there are multiple, equal, or unequal optimal solutions. A simple GA cannot maintain stable populations at different optimal of such functions. In case of optimal solutions with equal fitness, sampling errors of GA operators cause the population to converge to a single solution. However, in the case of unequal optimal solutions, the population invariably converges to the global optimum. A simple GA with no *niching* will converge to a single optimum. Whereas a modification of the GA process with *niching* helps in maintaining subpopulation near the global and the local optimal.

The availability of alternate solutions is of great practical utility. To achieve this objective, it is essential to introduce a controlled competition among different solutions near every locally optimal region. This would maintain stable subpopulation at such optimal regions. This could be accomplished by incorporating the concepts of *niche* and *species* into the GA search process. For the optimisation of the objective (4.4), a real-valued alphabet was employed in conjunction with the selection, mutation and crossover operators. Initialisation of the population was done by generating random strings with the search space.

### 4.2.5 Example.

A testing system having 68 nodes, 16 generators and 86 lines is used to show the applicability of the proposed methodology, Fig. 4.1 [21].

![16-machine power system](image-url)
The subsystem on the right side of the dotted line is considered as the system under study. Consequently, the subsystem on the left side is the external system. So, there are two frontier nodes (1 and 9) and three frontier lines (1-2, 1-27 and 9-8). Fig. 4.2 depicts an equivalent network including two fictitious generators at nodes 1 and 9. Models including transient effects on d and q axes are considered for all generators, which are equipped with static excitation systems, Eq. (4.2). For simplicity, the gains $K_a = 50$ and the time constants $T_a = 0.02$. Thus, the models’ dimension is $n = 80$.

To design robust dynamic equivalents, three operating conditions are taken into account. As an example: (a) case 1, according to [21]. (b) Transmission lines 3-18 and 25-26 are out of service, case 2. (c) Transmission lines 4-14, 16-17, and 25-26 are out of service, case 3.

Table 4.1 shows the main electromechanical modes for the full system associated with the three operating cases taken as example. Employing the Levenberg-Marquardt algorithm, Table 4.2 exhibits the estimated parameters for the fictitious generators, under the afore mentioned considerations.
Table 4.1 Main modes associated with the study system under three operating cases.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.6328 ± j 9.7121</td>
<td>-0.0578 ± j 6.1957</td>
<td>-0.1689 ± j 5.2650</td>
</tr>
<tr>
<td>-0.6552 ± j 9.6514</td>
<td>-0.1433 ± j 6.5962</td>
<td>-0.1019 ± j 6.6916</td>
</tr>
<tr>
<td>-0.7552 ± j 9.5476</td>
<td>-0.2555 ± j 7.4775</td>
<td>-0.2631 ± j 7.5026</td>
</tr>
<tr>
<td>-0.3968 ± j 8.4562</td>
<td>-0.4817 ± j 7.6959</td>
<td>-0.4905 ± j 7.6875</td>
</tr>
<tr>
<td>-0.2632 ± j 8.0498</td>
<td>-0.2724 ± j 8.0581</td>
<td>-0.2938 ± j 8.0800</td>
</tr>
<tr>
<td>-0.3108 ± j 8.0446</td>
<td>-0.3283 ± j 8.3308</td>
<td>-0.3338 ± j 8.3386</td>
</tr>
<tr>
<td>-0.4764 ± j 7.6989</td>
<td>-0.7795 ± j 9.5381</td>
<td>-0.8119 ± j 9.5309</td>
</tr>
<tr>
<td>-0.0956 ± j 6.9659</td>
<td>-0.6498 ± j 9.6555</td>
<td>-0.6515 ± j 9.6569</td>
</tr>
<tr>
<td>-0.0826 ± j 6.5801</td>
<td>-0.6371 ± j 9.7269</td>
<td>-0.6464 ± j 9.7301</td>
</tr>
</tbody>
</table>

Table 4.2 Estimated parameters for the equivalent generators

<table>
<thead>
<tr>
<th>Generator Eq. 1</th>
<th>Generator Eq. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xd_1 = 0.1260</td>
<td>Xd_2 = 0.1394</td>
</tr>
<tr>
<td>X’d_1 = 0.1063</td>
<td>X’d_2 = 0.0001</td>
</tr>
<tr>
<td>T’d0_1 = 5.0132</td>
<td>T’d0_2 = 5.0149</td>
</tr>
<tr>
<td>Xq_1 = 0.0775</td>
<td>Xq_2 = 0.1014</td>
</tr>
<tr>
<td>X’q_1 = 0.0627</td>
<td>X’q_2 = 0.0285</td>
</tr>
<tr>
<td>T’q0_1 = 5.0143</td>
<td>T’q0_2 = 5.0094</td>
</tr>
<tr>
<td>Ka_1 = 66.6833</td>
<td>Ka_2 = 66.6833</td>
</tr>
<tr>
<td>H1 = 166.75</td>
<td>H2 = 166.75</td>
</tr>
<tr>
<td>D1 = 0.6667</td>
<td>D2 = 0.6668</td>
</tr>
<tr>
<td>Ta_1 = 0.3334</td>
<td>Ta_2 = 0.3334</td>
</tr>
</tbody>
</table>

Fig. 4.3-4.4 depict a sample of angles, velocities, electrical power and voltages, comparing the behaviour of the full and reduced system after a three-phase fault. To compare signals, the following RMS difference is employed

\[
\text{Error} = \sqrt{\frac{1}{T} \left[ \int_0^T \left( S_{\text{full}} - S_{\text{equ}} \right)^2 \, dt \right]}
\]

where \( S \) means any signal. For instance, Table 4.3 presents the angle, velocity and electrical power errors for a three-phase fault at node 19 and the operating condition case 3.
Fig. 4.3 Fault at node 12. Voltage magnitudes $|V_{20}|$ and $|V_{28}|$. Case 2.

Fig. 4.4 Faults at node 4 and 9. Electrical power $P_{e1}$ and $P_{e9}$. Case 1.
Table 4.3 RMS errors (fault at node 19, case 3)

<table>
<thead>
<tr>
<th>δ  (degrees)</th>
<th>Ω  (rad/seg)</th>
<th>Pe  (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1742</td>
<td>0.2021</td>
<td>0.3849</td>
</tr>
<tr>
<td>2.3979</td>
<td>0.2199</td>
<td>0.2738</td>
</tr>
<tr>
<td>2.2887</td>
<td>0.1868</td>
<td>0.2371</td>
</tr>
<tr>
<td>3.0174</td>
<td>0.2394</td>
<td>0.5273</td>
</tr>
<tr>
<td>2.9488</td>
<td>0.2351</td>
<td>0.3903</td>
</tr>
<tr>
<td>3.1237</td>
<td>0.2438</td>
<td>0.3464</td>
</tr>
<tr>
<td>2.9928</td>
<td>0.2277</td>
<td>0.2590</td>
</tr>
<tr>
<td>2.1260</td>
<td>0.1818</td>
<td>0.2876</td>
</tr>
<tr>
<td>4.5027</td>
<td>0.4043</td>
<td>0.5421</td>
</tr>
</tbody>
</table>

From Table 4.3 can be deduced that generators 4, 6 and 9, Figs. 4.2 exhibit the larger angular position deviation, respect to the full system, for that fault. Despite the modal equivalent is derived based on linearized systems, the behaviour of the reduced network under non-linear simulations (transient stability) can be judge as appropriate.

4.2.6 Including stabilizer.

Besides static exciters, generators are equipped with power system stabilizer of the type

$$y(s) = \frac{skT}{1+st_1} \frac{1+sT_2}{1+sT_4} \frac{1+sT_3}{1+sT_3}$$  \hspace{1cm} (4.12)

whose parameters are: $k = 0.1$, $T = 7.5$, $T1 = T3 = 0.045$, $T2 = T4 = 0.015$. In this case, problem (4.4) is solved by GA, with the estimated parameters for the fictitious generators showed in Table 4.4. Fig. 4.5 to 4.7 depict a sample of angles, velocities, electrical power and voltages, comparing the behaviour of the full and reduced system after a three-phase fault, under different operating conditions and fault locations. Table 4.5 shows an example of the RMS errors encountered in this case. Through the analysis of figures and RMS errors, can be deduced that GA are able to obtain better results that those showed in section 4.2.5. That is, the behaviour of the equivalent signals is closer to that of the full ones; in Fig. 4.6 should be noted the ordinates scale.
Table 4.4 Estimated parameters for the equivalent generator

<table>
<thead>
<tr>
<th>Generator Eq. 1</th>
<th>Generator Eq. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{d_1} = 1.0098$</td>
<td>$X_{d_2} = 0.7515$</td>
</tr>
<tr>
<td>$X'_{d_1} = 0.1500$</td>
<td>$X'_{d_2} = 0.0001$</td>
</tr>
<tr>
<td>$T'_{d0_1} = 6.2743$</td>
<td>$T'_{d0_2} = 5.4690$</td>
</tr>
<tr>
<td>$X_{q_1} = 0.4522$</td>
<td>$X_{q_2} = 1.4384$</td>
</tr>
<tr>
<td>$X'_{q_1} = 0.0388$</td>
<td>$X'_{q_2} = 0.1500$</td>
</tr>
<tr>
<td>$T'_{q0_1} = 12.985$</td>
<td>$T'_{q0_2} = 36.078$</td>
</tr>
<tr>
<td>$H_1 = 1412.6$</td>
<td>$H_2 = 390.53$</td>
</tr>
<tr>
<td>$D_1 = 5.4462$</td>
<td>$D_2 = 0.4068$</td>
</tr>
<tr>
<td>$K_{a_1} = 254.47$</td>
<td>$K_{a_2} = 513.38$</td>
</tr>
<tr>
<td>$T_{a_1} = 2.4782$</td>
<td>$T_{a_2} = 1.8333$</td>
</tr>
</tbody>
</table>

Fig. 4.5 Electrical power $P_{e7}$ and $P_{e8}$. Case 1. Fault at node 5.
Fig. 4.6 Angular velocity $\omega_4$ and angular position $\delta_4$. Case 2. Fault at node 5.

Fig. 4.7 Electrical power $P_{e5}$ and voltage $|V_{15}|$. Case 3. Fault at node 26.
Table 4.5 RMS errors (fault at node 5, case 3)

<table>
<thead>
<tr>
<th>δ (degrees)</th>
<th>Ω (rad/seg)</th>
<th>Pe (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5471</td>
<td>0.0424</td>
<td>0.0707</td>
</tr>
<tr>
<td>0.5706</td>
<td>0.0328</td>
<td>0.0476</td>
</tr>
<tr>
<td>0.5465</td>
<td>0.0253</td>
<td>0.0432</td>
</tr>
<tr>
<td>0.5018</td>
<td>0.0148</td>
<td>0.0144</td>
</tr>
<tr>
<td>0.5023</td>
<td>0.0154</td>
<td>0.0123</td>
</tr>
<tr>
<td>0.5122</td>
<td>0.0177</td>
<td>0.0211</td>
</tr>
<tr>
<td>0.5078</td>
<td>0.0161</td>
<td>0.0146</td>
</tr>
<tr>
<td>0.4731</td>
<td>0.0245</td>
<td>0.0237</td>
</tr>
<tr>
<td>1.1487</td>
<td>0.1031</td>
<td>0.1198</td>
</tr>
</tbody>
</table>

From Table 4.5 can be deduced that generator 9, display the larger angular position deviation, respect to the full system, for that fault.

4.3  Looking for a Neural Equivalent.

In this section, the possibility of predicting the terminal voltage through a neural net is explored. With that purpose, a single machine infinite bus (SMIB) is employed, where the model of the synchronous machine is third order (synchronous machine models are described at section 2.3) and it is equipped with a static system excitation, including a flexible alternate current transmission systems (FACTS) device which has been selected to be a unified power flow controller (UPFC) embedded into the transmission line [26], Fig. 4.8.

Fig. 4.8 Single machine infinite-bus.

In the following, the parameters and their values (expressed in per unit, except frequency) that are established for this system are described.

- Active power load. \( P_L = 3 \);
- Reactive power load. \( Q_L = 1.25 \);
- Transformer Reactance. \( X_{te} = 0.015 \);
- Transmission line Reactance. \( X_{BV} = 0.02 \);
- Damping factor. \( D = 0 \);
- Inertia constant. \( H = 3.5 \);
Machine synchronous reactance in d-axis. \( X_d = 0.0525 \);
Machine synchronous reactance in q-axis. \( X_q = 0.05 \);
Machine transient reactance in d-axis. \( X'_d = 0.010 \);
Machine transient reactance in q-axis. \( X'_q = 0.05 \);
UPFC series reactance \( X_E = 0.005 \);
UPFC shunt reactance from \( X_S = 0.005 \);
Time transient constant \( T'_d = 5.0 \);
Excitation system parameters: \( K_a = 25 \); \( T_a = 0.05 \);
Frequency. 60 Hertz

Initial conditions are taken from a steady-state power flow study.
\( V_t = 1.0456 + j 9.5857 \times 10^{-2} \)
\( V_{te} = 1.0337 + j 5.1728 \times 10^{-2} \)
\( V_E = 1.0360 + j 5.2019 \times 10^{-2} \)
\( V_B = 2.4565 \times 10^{-3} - j 2.3272 \times 10^{-2} \);
\( V_t \) is the terminal voltage.
\( V_{te} \) is the transformed terminal voltage.
\( V_E \) is the voltage at the UPFC shunt source.
\( V_B \) is the voltage at the UPFC series source.

With the purpose of training a NN able to reproduce the terminal voltage \( V_t \), the system is perturbed with 4 variations in the transmission line reactance. These disturbances are considered due to they result the most convenient for our purposes. Fig. 4.9 and Fig. 4.10 show the angular position and the rotor’s angular velocity when these disturbances are applied.
The first disturbance is applied at 0.5 seconds, the second one at 1.0 second and the others at 1.5 and 2.0 seconds, respectively. The total simulation time is 2.5 seconds. From this simulation, some values are observed, such as the electric torque, $T_e$; the terminal voltage $V_{t} + jV_{t} i$; and the rotor angle deviation, $\delta$. These values are capturing and employing to train an ANN that possesses the following features. It has two input layers, one hidden layer with two neurons that are activated with a sigmoid function (tangent-hyperbolic function), and two output layers that have a linear activation function. The input values are the electric torque $T_e$ and the rotor angle deviation $\delta$. The output values are the terminal voltage, both real and imaginary values. This is done by reason of the ANN that is used in not able to give high accuracy results employing the phase voltage as a complex number. The ANN is trained with the Levenberg-Marquardt method, the weights from input to hidden layer and hidden to output are initialised randomly and it is trained for 1000 epochs. Intentionally, all data are trained; that is, the training is done for the complete simulation time. Afterwards, and having all data trained, a prediction is done. This prediction consists in foreseeing the terminal voltage $V_t$, when another disturbance perturbs the system. The infinite bus voltage drop, the transmission line reactance and the load change. These results are exemplified in Fig. 4.11, Fig. 4.12 and Fig. 4.13, respectively. For these disturbances, simulation time is for two second, the faults are applied at 0.5 second from starting time and they are cleared at 0.5 seconds after applying the fault. Figs. 4.14a, 4.14b and 4.14c exhibit the ability of ANN for solving the problem; that is, predict the terminal voltage. The prediction is performed as the same way as it is done in example 6, section 3.4 from Chapter 3. It is important to remark that for this prediction one of the past outputs and one of the past inputs are used for determining the prediction so as the time delay is zero.
Fig. 4.11a Rotor machine’s performance when a load variation disturbance is applied.

Fig. 4.11b Angular velocity performance when a load variation is applied.

Fig. 4.12a Rotor machine’s performance when a transmission line reactance change is applied.

Fig. 4.12b Angular velocity performance when a transmission line reactance change is applied.
Figs. 14a, 14b and 14c are the relationship between the actual outputs that are taken from the transient stability programme and the outputs that are obtained from the trained NN. The solid lines are the transient stability programme outputs and the dash lines are the predicted ones.
Fig. 4.14b Terminal voltage under transmission line reactance change.

Fig. 4.14c Terminal voltage under load change.
Even when the trouble to be solved is a high degree difficult one, due to the disturbance is different from the one that is applied for predicting, the results demonstrated the capability and the high accuracy results of this artificial neural network for forecasting the terminal voltage.

4.3.1 3 Machines Power System.

Next example is applied to a multi-machine power system, formed by 3 machines and 9 buses depicted in Fig. 4.15. The principal target in this example is to forecast the Bus voltage at node 4 using an artificial neural network. This one is trained in order to predict the complex voltage when the power system is perturbed with different disturbances from the ones used to train the neural network.

![Fig. 4.15 3 Machines 9 buses power system.](image)

The power system shown in Fig. 4.15 has the following description. Generators are represented by a fourth order model with a static excitation system, Eq. (4.2). Table 4.6 shows the generator’s parameters used for this multi-machine system.

<table>
<thead>
<tr>
<th>Machine No.</th>
<th>$X_d$</th>
<th>$X'_d$</th>
<th>$T'_{do}$</th>
<th>$X_q$</th>
<th>$X'_q$</th>
<th>$T'_{q0}$</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1460</td>
<td>0.0608</td>
<td>8.96</td>
<td>0.0969</td>
<td>0.0569</td>
<td>0.100</td>
<td>23.64</td>
</tr>
<tr>
<td>2</td>
<td>0.8958</td>
<td>0.1198</td>
<td>6.00</td>
<td>0.8645</td>
<td>0.0969</td>
<td>0.535</td>
<td>6.4</td>
</tr>
<tr>
<td>3</td>
<td>1.3125</td>
<td>0.1813</td>
<td>5.89</td>
<td>1.2578</td>
<td>0.1500</td>
<td>0.600</td>
<td>3.01</td>
</tr>
</tbody>
</table>

At buses 5, 7 and 9 there are connected loads with the following values [27].
Table 4.7 Active and reactive power loads.

<table>
<thead>
<tr>
<th>LOAD (pu)</th>
<th>Active power P</th>
<th>Reactive power Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus 5</td>
<td>0.90</td>
<td>j0.30</td>
</tr>
<tr>
<td>Bus 7</td>
<td>1.00</td>
<td>j0.35</td>
</tr>
<tr>
<td>Bus 9</td>
<td>1.25</td>
<td>j0.50</td>
</tr>
</tbody>
</table>

The transmission lines parameters used for this multi-machine system are:

Table 4.8 Transmission lines parameters.

<table>
<thead>
<tr>
<th>TRANSMISSION LINES PARAMETERS</th>
<th>From Bus No</th>
<th>To bus No</th>
<th>Resistance (pu)</th>
<th>Reactance (pu)</th>
<th>Line charging (pu)</th>
<th>Tap ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>4</td>
<td>0.0</td>
<td>0.0576</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>0.017</td>
<td>0.092</td>
<td>0.158</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6</td>
<td>0.039</td>
<td>0.17</td>
<td>0.358</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>0.0</td>
<td>0.0586</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7</td>
<td>0.0119</td>
<td>0.1008</td>
<td>0.209</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>8</td>
<td>0.0085</td>
<td>0.072</td>
<td>0.149</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
<td>0.0</td>
<td>0.0625</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>9</td>
<td>0.032</td>
<td>0.161</td>
<td>0.306</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9</td>
<td>0.01</td>
<td>0.085</td>
<td>0.176</td>
<td>1.0</td>
</tr>
</tbody>
</table>

4.3.1.1 Artificial neural network description.

The neural network used for training and prediction purposes has the next characteristics. It is a feedforward neural network that possesses 4 inputs, one hidden layer and 2 output layers. The hidden layer has 3 neurons that are activated with sigmoid functions (tangent-hyperbolic functions) and the output layers have a linear activation function. Before taking the decision to train the elected neural network, several arrays of neural networks were proved to solve the problem. That is, although other arrays present clear results when they are trained for a specific disturbances, they do not offer good answers when prediction is done for other fault different from the one that is used to train the neural network. Some other arrays have the same difficulty to do the prediction; thus, the neural network array that possesses the required and sufficient features to get optimum results is illustrated in Fig. 4.16.

The ANN is trained with the Levenberg-Marquardt method, the weights from input to hidden layer and hidden to output layer are initialised randomly and it is trained for 1000 epochs; even when it is trained for 1000 epochs, many times it is not necessary to wait until the algorithm reaches these epochs number because most of the times it converges promptly.
The prediction is done as in example 6, section 3.4, but it presents small differences. Now, the ARX model used is a MIMO (multiple inputs – multiple outputs) ARX system. This model has the same distinctiveness attributes as the ARX model. As in the preceding example, it is important to mention that for doing the prediction only 1 past input and 1 past output are used; so, the prediction time delay is zero.

4.3.1.2 Training and predicting stage.
Initially, the system is perturbed with a three-phase fault at Bus 5. To simulate this fault, a large admittance is connected to ground. From 0 to 0.08s the system is in steady state, then at this time (0.08) the fault is applied and it is cleared at 0.13s. As it is noticed, the fault is for 3 cycles, going the system back to its original structure. The total time for this simulation is 4.0s. Figs. 4.17a, 4.17b and 4.17c show the behaviour of the three synchronous machines velocities, angular positions and electrical torque.
Fig. 4.17c Electrical torque under a three-phase fault at node 5.

The input values for the ANN are taken as the power flows from Bus 4 to 5 and from Bus 4 to 9 under the three-phase fault at node 5. Fig. 4.18 and 4.19 show the real and imaginary (active and reactive) power flows behaviour under this contingency. Formerly, many other transient stability simulations were done with the aim to obtain the best results able to train the neural network and this one offered the appropriate results that we were seeking.
On purpose, all data are trained and it is done for the complete simulation time (4 seconds). After that the prediction is done. Such prediction consists in foreseeing the voltage at Bus 4 when other disturbances are applied. These other ones are: (1) a load variation at Bus 7 and (2) the line that connect Bus 5 to Bus 6 is tripped. Permit us explain the load variation with more details. In this disturbances, both the active and reactive powers that are connected at Bus 7 are reduced 35%. The studied time is 4 seconds. Figs. 4.20 and Figs. 4.21 show the machine’s performance under these other disturbances.
Fig. 4.21a Angular position performance when a load variation is presented at Bus 7.

Fig. 4.21b Rotor machine’s performance when a load variation is presented at Bus 7.

Figs. 4.22 and 4.23 depict the comparison between the prediction done and the actual results; the actual results are the simulation outputs from a transient stability programme. The dashed lines represent the prediction results made by the artificial neural network and the solid lines represent the simulation outputs.

Fig. 4.22 Voltage behaviour at Bus 4 when a load variation is presented.
As it is noticed, the neural network used in this example present great closeness between real and predicted values.

Section 4.3 and 4.3.1 show that a NN can be trained to predict some terminal voltages. The appropriated performance of this signal is believed to be fundamental for good dynamic equivalent.

4.4 Application of ANN to develop Dynamic Equivalents.

The second stage of this application consists in replacing the second machine, Fig. 4.15, -including the transformer and Bus 2 - by a dynamic equivalent which it possesses only the same inertia as the replaced one. The equivalent machine is represented by a second order model; this is done just for simplicity. A neural network is employed to predict the complex voltage at node 8.

4.4.1 The Artificial Neural Network.

A feedforward neural network is used for determining the terminal voltage $V_8$. The neural network is trained taking as input values the active and reactive (real and imaginary) power flows from several disturbances. The input values are the active and reactive power flows from Buses 8-7 and 8-9 of some faults applied to the complete system (Fig. 4.15), and the output values are considered as the complex voltage at Bus 8 since this voltage is a complex number, so akin to others ANNs that have been already trained, it is necessary to create two neural networks, one to get the real value and a second one for the imaginary part. The training procedure for obtaining the real and the imaginary values is done with the structure showed in Fig. 4.24.
This structure is selected after considering many other configurations and it presents the best results; the hidden layer is activated by a sigmoid function (tangent-hyperbolic transfer function) while the output layer is activated by a linear function. The training is done for 1000 epochs but, it always converges before the epoch number is reached.

To get the greatest trained data, during the training algorithm some processes are done. Before the data are trained all the values are scaled; this is done with the aim to remove the mean and scale all signals to the same variance, for this case the variance is taken as one and the mean is zero. If the data are not scaled, the largest values tend to be dominant. After the training process finishes the data need to be rescaled so, the network model can be used for any purpose.

As we already stated, the input values for training purposes are the active and reactive power flows from Buses 8-7 and 8-9 from some disturbances applied to the complete system (Fig.4.15), and the output values are considered as the complex voltage at Bus 8. The input values are obtained from a transient stability simulation applying several disturbances to the system in the following manner. The first disturbances consist in a variation of the line parameters; for this one (fault 1) the line affected is the one which connects Bus 5 to Bus 6 and the total simulation time is 1s; the change is applied at 0.50s and it is never cleared.

The same process is done for lines that connect Bus 7 to Bus 8 (fault 2), and the line that connect Bus 4 with Bus 9 (fault 3). Table 4.9 shows the modified transmission line parameters applied to get these
three faults. Fig. 4.25, 4.26 and 4.27 are examples of these faults, and Fig. 4.28 and 4.29 illustrate some of the input signals that are used to train the neural network.

The subsequent disturbances are a variation of power load at Buses 5, 7 and 9. The disturbance is performed turning up or down the power loads; for Bus 5 the variation is a decrement of load (both, active and reactive) and like in all cases it is applied at 0.50s from the starting time; for Bus 7 power load is increased; the third load variation which is done at Bus 9 is also an increment of active and reactive power load at that Bus. Like in the former cases the load variations are never cleared and the total simulation time is for 1s.
To be convinced that ANN is well trained, it is proved or validated. The validation is done considering many different faults from the ones that are used to be trained. The procedure is almost the same as in the training method but now, the disturbances are changed. In the validation, the most important values that we need to check are the weights and also we verify that the input values that are considered are the best ones. Figs. 4.30 depict one example of how the validation is done considering a three phase fault at Bus 5.

Afterwards the training and the validation is done, the main objective is completed. At this stage a transient stability programme is executed. This transient stability study has some differences from a normal study; in other words, the transient stability programme is combined with a neural network, to can reach our main objective. Fig. 4.31.
The power system configuration in Fig. 4.15 is replaced by the system in Fig. 4.32 and the forecast is performed as it is described in Fig. 4.31.

The estimation is done employing an ARX model which is a MISO (multiple inputs – single output) ARX system. The voltage prediction at Bus 2 of the reduced system (Fig. 4.32) requires only 1 past input and 1 past output, and the prediction time delay is zero.

![Diagram](image_url)

Fig. 4.31 Modified flow chart from a transient stability study.
Figs. 4.33, 4.34 and 4.35 depict the comparison between the prediction done and the actual results for the machine 1, and Fig. 4.36 shows the comparison between the prediction done and the actual results for the third machine; the actual results are the simulation outputs from a transient stability programme employing the base data of the complete system (Fig. 4.15), and the predicted values are obtained after the system has been reduced, substituting the second machine by an equivalent and an ANN that is able to reproduce the complex voltage. The dashed lines represent the predicted results.
Fig. 4.37 shows the predicted voltage at Bus 2 from the reduced system (Fig. 4.32) which is the central purpose of this example. The dashed line represents the absolute voltage at Bus 2 from the reduced system; this value is forecasted during the transient stability study supported by the neural network, and the solid line represents the absolute voltage at Bus 8 from the complete system.

In a similar manner, the reduced system is tested to prove the feasibility and certainty of the dynamic equivalent, under other disturbances. A load is added at Bus 6, which active power is defined to be 0.2 pu when the reactive power is established at 0.05 pu. Figs 4.38 and 4.39 describe the behaviour of the machine 1 of the reduced system under this disturbance, and Figs. 4.40 and 4.41 show the behaviour of the third machine. The solid lines represent the output obtained from the transient stability study.
under this fault employing the data from the complete system, while the dashed lines correspond to the behaviour of the reduced system under the same perturbation.

Fig. 4.38 Electrical torque from machine 1 when a load is presented at Bus 6.

Fig. 4.39 Angular velocity behaviour from machine 1 when a load is presented at Bus 6.

Fig. 4.40 Electrical torque from machine 3 when a load is presented at Bus 6.
Fig. 4.41 Rotor machine's behaviour from machine 3 when a load is presented at Bus 6.

The second fault used to corroborate the warranty of the dynamic equivalent is the modification of the line parameters from Bus 3 to Bus 8. Figs. 4.42-4.45 depict the behaviour among the reduced system and the complete one.

Fig. 4.42 Electrical torque from machine 1.

Fig. 4.43 Electrical torque from machine 3.
4.4.2 New England multi-machine power system.

Similar to the former example, now the main objective is to foresee the complex bus voltage for the frontier nodes by an ANN, under the nominal condition [21].

The power system shown in Fig. 4.1 represents the well-know 86-buses New England multi-machine power system. The subsystem on the right of the dotted line is considered as the system under study. So, the subsystem on the left is the external system. There are two frontier nodes (1 and 9) and three frontier lines (1-2, 1-27 and 9-8). Fig. 4.46 depicts an equivalent electrical grid including two fictitious generators at nodes 1 and 9 where the complex voltage is forecasted by an ANN.
A feedforward neural network is used for predicting the complex voltage at frontier nodes. For each one is necessary to create two neural networks, one to get the real value and a second one for the imaginary part. The neural network is trained taking as input values the active and reactive (real and imaginary) power flows from several different disturbances. The input values are the active and reactive power flows from Buses 1-2 and 1-27 for the dynamic equivalent in node 1, and the corresponding flows from buses 9-8 for the dynamic equivalent on bus 9; these signals are taken from some set of disturbances applied to the complete system (Fig. 4.1). The output values are considered as the complex voltage at Bus 1 and 9, respectively. The training procedure for obtaining the real and the imaginary values is done with the structure showed in Fig. 4.47 and Fig. 4.48.
These structures are selected after considering many other configurations and they present the best results; the hidden layer is activated by a sigmoid function (tangent-hyperbolic transfer function) while the output layer is activated by a linear function.

The ANN is trained with the Levenberg-Marquardt method, the weights from input to hidden layer and hidden to output layer are initialised randomly and the training process is done for 1000 epochs although, it always converges before the epoch number is reached.

To get the greatest trained data a previous process is done. Before training, the data set is scaled; this is done with the aim to remove the mean and scale all signals to the same variance. If the data are not scaled, the largest values tend to be dominant. For this application the variance is taken as one and the mean as zero. After the training process finishes the data need to be rescaled so, the network model can be used for any purpose.

As we already stated, the input values for training purposes are the active and reactive power flows from buses 1-2, 1-27 for the dynamic equivalent sited on bus 1, and from buses 9-8 for the dynamic equivalent sited on bus 9. These signals are obtained from different disturbances applied to the complete system, and the output values are considered as the complex voltage at Bus 1 and 9, respectively. The input values are obtained from a transient stability simulation applying several disturbances to the system in the following manner. Some disturbances consist in the variation of the parameters. Some other disturbances are variations of power load at buses 5, 7 and 9; such disturbance is performed turning up or down the power loads. The total simulation time for each disturbance is for 1s. This process is done three times for different transmission lines and load buses; it is important to remark that all the disturbances are applied to the subsystem on the right of the dotted line from Fig. 4.1. After this stage, the trained set needs to be tested or validated to put on view the training result so, it is possible to determine if the training was done in a proper manner. Figs. 4.49-4.52 depict the validation of the trained signal under other disturbances different from the ones used for training purposes.
Once the ANNs are trained and the input signal has been validated the reduced system is tested to prove the feasibility and certainty of the dynamic equivalent.

The parameters used for the Dynamic Equivalents are taken as typical; however, the inertia constants are obtained in the following way

\[
    \sum_{j=1}^{N_{\text{gen.eq}}} H_j = \sum_{j=1}^{N_{\text{gen.ext}}} \{H_j\}
\]

(4.18)

\( I \) is the set of generators belonging to the external system.
\( N_{\text{gen.eq}} \) is the number of equivalent generators.
\( N_{\text{gen.ext}} \) is the number of generators in the external system.

This expression is used in order to preserve the momentum.
Figs. 4.53-4.55 depict the behaviour of the reduced power system under a three phase fault at bus 4. The actual results are the simulation outputs from a transient stability programme employing the base data of the complete system (Fig. 4.1), and the predicted values are obtained after the system reduction and the substitution of the dynamic equivalents supported by an ANN that is able to reproduce the complex voltage. The dashed lines represent the predicted results.

The reduced system is tested to prove the feasibility and certainty of the dynamic equivalent in face of other disturbances such as modification of the line parameters and load variations at strategic buses. Figs. 4.56-4.60 show the performance of the reduced system under these circumstances. To make a comparison among signals, next RMS difference is computed

$$\text{Error} = \frac{1}{T} \int_0^T \left\{ S_{\text{full}} - S_{\text{equi}} \right\}^2 \, dt$$  \hspace{1cm} (4.19)

where S denote any signal. Tables 4.10-4.12 show the RMS errors encountered for each specific case.
Fig. 4.55 Rotor machine’s deviation machine 3 under a 3 phase fault at bus 4.

Table 4.10 RMS errors (three phase fault at Bus 4)

<table>
<thead>
<tr>
<th>Machine No.</th>
<th>$\delta$ (degrees)</th>
<th>$\omega$ (rad/s)</th>
<th>$P_e$ (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.6715</td>
<td>0.1119</td>
<td>0.0963</td>
</tr>
<tr>
<td>2</td>
<td>2.6571</td>
<td>0.1235</td>
<td>0.1012</td>
</tr>
<tr>
<td>3</td>
<td>2.7057</td>
<td>0.1245</td>
<td>0.1151</td>
</tr>
<tr>
<td>4</td>
<td>2.9934</td>
<td>0.1302</td>
<td>0.0782</td>
</tr>
<tr>
<td>5</td>
<td>3.1318</td>
<td>0.1413</td>
<td>0.0794</td>
</tr>
<tr>
<td>6</td>
<td>3.0983</td>
<td>0.1378</td>
<td>0.1027</td>
</tr>
<tr>
<td>7</td>
<td>3.0185</td>
<td>0.1322</td>
<td>0.0747</td>
</tr>
<tr>
<td>8</td>
<td>2.7537</td>
<td>0.1156</td>
<td>0.0596</td>
</tr>
<tr>
<td>9</td>
<td>2.9945</td>
<td>0.1326</td>
<td>0.1016</td>
</tr>
</tbody>
</table>

Fig. 4.56 Electrical torque from machine 2 under a variation of the parameters from line 3-18.

Fig. 4.57 Angular velocity from machine 5 under a variation of the parameters from line 3-18.
Fig. 4.58 Rotor machine’s deviation from machine 4 under a variation of the parameters from line 3-18.

Table 4.11 RMS errors (under a variation of the line parameters from line 3-18)

<table>
<thead>
<tr>
<th>Machine no.</th>
<th>δ (degrees)</th>
<th>ω (rad/s)</th>
<th>Pe (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1550</td>
<td>0.0047</td>
<td>0.0135</td>
</tr>
<tr>
<td>2</td>
<td>0.1913</td>
<td>0.0039</td>
<td>0.0020</td>
</tr>
<tr>
<td>3</td>
<td>0.1936</td>
<td>0.0041</td>
<td>0.0025</td>
</tr>
<tr>
<td>4</td>
<td>0.2036</td>
<td>0.0055</td>
<td>0.0030</td>
</tr>
<tr>
<td>5</td>
<td>0.2067</td>
<td>0.0059</td>
<td>0.0031</td>
</tr>
<tr>
<td>6</td>
<td>0.2063</td>
<td>0.0058</td>
<td>0.0039</td>
</tr>
<tr>
<td>7</td>
<td>0.2044</td>
<td>0.0055</td>
<td>0.0028</td>
</tr>
<tr>
<td>8</td>
<td>0.1953</td>
<td>0.0048</td>
<td>0.0022</td>
</tr>
<tr>
<td>9</td>
<td>0.2047</td>
<td>0.0059</td>
<td>0.0046</td>
</tr>
</tbody>
</table>
Fig. 4.59 Electrical torque from machine 1 under a load variation at bus 28.

Fig. 4.60 Angular velocity from machine 9 under a load variation at bus 28.

Table 4.12 RMS errors (under a load variation at bus 28)

<table>
<thead>
<tr>
<th>Machine no.</th>
<th>$\delta$ (degrees)</th>
<th>$\omega$ (rad/s)</th>
<th>$P_e$ (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0447</td>
<td>0.0016</td>
<td>0.0130</td>
</tr>
<tr>
<td>2</td>
<td>0.0373</td>
<td></td>
<td>0.0024</td>
</tr>
<tr>
<td>3</td>
<td>0.0362</td>
<td>0.0021</td>
<td>0.0025</td>
</tr>
<tr>
<td>4</td>
<td>0.0370</td>
<td>0.0020</td>
<td>0.0014</td>
</tr>
<tr>
<td>5</td>
<td>0.0401</td>
<td>0.0023</td>
<td>0.0016</td>
</tr>
<tr>
<td>6</td>
<td>0.0389</td>
<td>0.0022</td>
<td>0.0020</td>
</tr>
<tr>
<td>7</td>
<td>0.0375</td>
<td>0.0020</td>
<td>0.0014</td>
</tr>
<tr>
<td>8</td>
<td>0.0308</td>
<td>0.0016</td>
<td>0.0009</td>
</tr>
<tr>
<td>9</td>
<td>0.0383</td>
<td>0.0023</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

4.4.2.1 Looking for Robustness.

In order to exemplify the construction of Robust Dynamic Equivalents, three operation conditions are considered. As a consequence the states are: (1) case a, as indicated by [21]; (2) case b, Transmission lines 3-18 and 25-26, are out of service; (3) Transmission lines 4-14, 16-17 and 25-26 are out of line, case c. As well, for the three cases generators are equipped with power system stabilizers (PSS) of the type [28]

\[
\frac{y(s)}{u(s)} = \frac{s k T + 1}{s T_1 + 1 + s T_2 + s T_3 + 1 + s T_4} \quad (4.20)
\]

whose parameters are: $T = 7.5, T_1 = T_3 = 0.045, T_2 = T_4 = 0.015, k = 0.1$

For creating Robust Dynamic Equivalents, the training route is done in the following manner. The input and output values for training purposes are the same ones like in the previous example but, in
this case the values are captured applying several disturbances to the system in the following manner. The disturbances are considered variations of parameters from lines 4-5, 13-14, 16-24, 25-26 and 23-24, and the other disturbances are obtained turning up or down the power loads at buses 3, 8, 20, 29 and 15. As soon as these signals are found the ANN is trained with all of them for the three cases mentioned above. Like in the former example the preparation of the data before and after training is done. The following course of action is completed as in the earlier example.

The reduced system, Fig. 4.46, is tested to prove the feasibility, certainty and robustness of the dynamic equivalent. Results are compared with those obtained for the full system.

The actual results are the outputs from a transient stability programme employing the base data of the complete system (Fig. 4.1); the predicted values are obtained after the system reduction and the substitution of the dynamic equivalents supported by an ANN that is able to reproduce the complex voltage. The dashed lines represent the predicted results.

The reduced system is tested under several disturbances. These disturbances are modification of the line parameters, load variations at strategic buses, and three phase faults. The disturbances applied are: i) three-phase faults at buses 12, 15 and 27; ii) line parameters variation are done at lines 19-20, 17-27 and 26-28; iii) load variation are applied at buses 4, 8 and 16. Fig. 4.61-4.63 shows the performance of the reduced system under these circumstances, case a. Fig. 4.64 displays the behaviour of the tested power system under these disturbances, case b and case c. Similar to the previous example a comparison among signals is computed. Tables 4.13-4.15 show the RMS errors encountered for all cases under each corresponding fault.

![Fig. 4.61 Electrical torque from machine 8 under a 3 phase fault at bus 12, case a.](image1)

![Fig. 4.62 Rotor's machine performance from machine 1 under parameters variation of line 26-28, case a.](image2)
Fig. 4.63 Angular velocity from machine 6 under a load variation at bus 16, case a.

Fig. 4.64 Electrical torque from machine 3 under a 3 phase fault at bus 12, case b.

Fig. 4.65 Electrical torque from machine 5 under load variation at bus 14, case b.
Fig. 4.66 Angular velocity from machine 1 under parameters variation of line 19-20, case b.

Fig. 4.67 Rotor’s machine performance from machine 1 under a 3 phase fault at bus 15, case b.

Fig. 4.68 Angular velocity from machine 7 under a load variation at bus 8, case b.

Fig. 4.69 Electrical torque from machine 5 under parameters variation of line 26-28, case b.
Table 4.13 RMS errors encountered for three phase fault conditions.

<table>
<thead>
<tr>
<th>Three-Phase fault on Bus</th>
<th>Machine no.</th>
<th>Case a</th>
<th></th>
<th>Case b</th>
<th></th>
<th>Case c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>δ</td>
<td>ω</td>
<td>Pe</td>
<td>δ</td>
<td>ω</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(degrees)</td>
<td>(rad/s)</td>
<td>(pu)</td>
<td>(degrees)</td>
<td>(rad/s)</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0.7856</td>
<td>0.0178</td>
<td>0.0337</td>
<td>0.8383</td>
<td>0.0281</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8233</td>
<td>0.0154</td>
<td>0.0217</td>
<td>0.7914</td>
<td>0.0159</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.8187</td>
<td>0.0136</td>
<td>0.0192</td>
<td>0.7841</td>
<td>0.0138</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.8065</td>
<td>0.0097</td>
<td>0.0063</td>
<td>0.7545</td>
<td>0.0089</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.8046</td>
<td>0.0099</td>
<td>0.0054</td>
<td>0.7517</td>
<td>0.0091</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.8118</td>
<td>0.0105</td>
<td>0.0087</td>
<td>0.7592</td>
<td>0.0095</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.8108</td>
<td>0.0100</td>
<td>0.0061</td>
<td>0.7580</td>
<td>0.0092</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.8157</td>
<td>0.0104</td>
<td>0.0062</td>
<td>0.8144</td>
<td>0.0143</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.8112</td>
<td>0.0096</td>
<td>0.0064</td>
<td>0.7533</td>
<td>0.0086</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1.8533</td>
<td>0.0329</td>
<td>0.0524</td>
<td>2.0533</td>
<td>0.0391</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.8655</td>
<td>0.0274</td>
<td>0.0282</td>
<td>1.9520</td>
<td>0.0270</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.8631</td>
<td>0.0248</td>
<td>0.0259</td>
<td>1.9460</td>
<td>0.0247</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.8400</td>
<td>0.0199</td>
<td>0.0088</td>
<td>1.8823</td>
<td>0.0190</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.8355</td>
<td>0.0202</td>
<td>0.0085</td>
<td>1.8760</td>
<td>0.0192</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.8507</td>
<td>0.0212</td>
<td>0.0138</td>
<td>1.8928</td>
<td>0.0197</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.8489</td>
<td>0.0204</td>
<td>0.0091</td>
<td>1.8908</td>
<td>0.0193</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.8666</td>
<td>0.0238</td>
<td>0.0202</td>
<td>2.0197</td>
<td>0.0269</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.8534</td>
<td>0.0212</td>
<td>0.0192</td>
<td>1.8803</td>
<td>0.0189</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>1.3782</td>
<td>0.0298</td>
<td>0.0514</td>
<td>1.5935</td>
<td>0.0259</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.4052</td>
<td>0.0225</td>
<td>0.0219</td>
<td>1.5222</td>
<td>0.0204</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.4019</td>
<td>0.0204</td>
<td>0.0196</td>
<td>1.5174</td>
<td>0.0189</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.3819</td>
<td>0.0167</td>
<td>0.0088</td>
<td>1.4675</td>
<td>0.0151</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.3759</td>
<td>0.0169</td>
<td>0.0081</td>
<td>1.4614</td>
<td>0.0152</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.3893</td>
<td>0.0180</td>
<td>0.0136</td>
<td>1.4750</td>
<td>0.0156</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.3875</td>
<td>0.0172</td>
<td>0.0091</td>
<td>1.4734</td>
<td>0.0153</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.4108</td>
<td>0.0224</td>
<td>0.0293</td>
<td>1.5774</td>
<td>0.0210</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.3936</td>
<td>0.0187</td>
<td>0.0226</td>
<td>1.4662</td>
<td>0.0150</td>
</tr>
</tbody>
</table>

As it is noticed from the RMS errors depicted in Table 4.13, the feasibility and robustness from the Dynamic Equivalent is corroborated. Even though the errors obtained for the rotor’s machine performance (angular deviation) which are 1 or 2 degrees for some cases, it is not a bad indicator because the errors encountered for the electrical power and for the speed deviation are really minor.
Table 4.14 RMS errors encountered for line variation faults.

<table>
<thead>
<tr>
<th>Line From-To</th>
<th>Machine no.</th>
<th>Case a</th>
<th>Case b</th>
<th>Case c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δ (degrees)</td>
<td>ω (rad/s)</td>
<td>Pe (pu)</td>
<td>δ (degrees)</td>
</tr>
<tr>
<td>16-24</td>
<td>1</td>
<td>0.0320</td>
<td>0.0006</td>
<td>0.0129</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0286</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0288</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0273</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0277</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.0275</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.0277</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0224</td>
<td>0.0003</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.0255</td>
<td>0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>19-20</td>
<td>1</td>
<td>0.0547</td>
<td>0.0018</td>
<td>0.0134</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0245</td>
<td>0.0009</td>
<td>0.0100</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0242</td>
<td>0.0007</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0228</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0231</td>
<td>0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.0232</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.0232</td>
<td>0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0221</td>
<td>0.0010</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.0226</td>
<td>0.0007</td>
<td>0.0009</td>
</tr>
<tr>
<td>28-29</td>
<td>1</td>
<td>0.0224</td>
<td>0.0018</td>
<td>0.0135</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0653</td>
<td>0.0007</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0654</td>
<td>0.0007</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0633</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.0635</td>
<td>0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.0637</td>
<td>0.0006</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.0638</td>
<td>0.0006</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0594</td>
<td>0.0010</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.0617</td>
<td>0.0007</td>
<td>0.0014</td>
</tr>
</tbody>
</table>
Fig. 4.70 Electrical torque from machine 7 under a 3 phase fault at bus 27, case c.

Fig. 4.71 Rotor’s machine performance from machine 2 under a load variation at bus 16, case c.

Fig. 4.72 Angular velocity from machine 9 under parameters variation of line 26-28, case c.

Fig. 4.73 Angular velocity from machine 3 under a 3 phase fault at bus 12, case c.
From the statistics illustrated in Tables 4.14 and 4.15 once more the robustness, feasibility and confidence of the Dynamic Equivalent is demonstrated. Despite of the RMS errors obtained under these faults which are not as severe as a three phase fault, the information depicted is certainly superior. In both Tables the RMS errors obtained diminished in a considerable mode in comparison with Table 4.14. This is a warranty that the results have been achieved in an excellent way.

SYNOPSIS.

In this chapter mainly two methods to construct Dynamic Equivalents are proposed. The first approach is based on a modal preservation, and the feasibly and successfully results show the warranty of this proposed technique.

In the subsequent proposition the influence of novel techniques based on Artificial Intelligence such as Artificial Neural Networks to construct Dynamic Equivalents is developed. This original approach presents great results. The RMS error helps to compute the closeness of time solutions amid full and reduced power system models. The acquired results depict the viability, robustness and confidence of this new technique.
Table 4.15 RMS errors encountered for load variation faults.

| Load on Bus | Machine no. | Case a | | Case b | | Case c |
|-------------|-------------|-------|---|-------|---|---|---|---|---|---|
|             | δ (degrees) | ω (rad/s) | Pe (pu) | δ (degrees) | ω (rad/s) | Pe (pu) | δ (degrees) | ω (rad/s) | Pe (pu) |
| 4           | 1           | 0.3587 | 0.0032 | 0.0133 | 0.4152 | 0.0045 | 0.0059 | 0.4941 | 0.0136 | 0.0211 |
|             | 2           | 0.3969 | 0.0035 | 0.0015 | 0.3937 | 0.0036 | 0.0018 | 0.4715 | 0.0085 | 0.0111 |
|             | 3           | 0.3974 | 0.0034 | 0.0014 | 0.3926 | 0.0035 | 0.0017 | 0.4688 | 0.0064 | 0.0086 |
|             | 4           | 0.3920 | 0.0031 | 0.0007 | 0.3772 | 0.0031 | 0.0007 | 0.4515 | 0.0040 | 0.0018 |
|             | 5           | 0.3909 | 0.0031 | 0.0007 | 0.3753 | 0.0031 | 0.0007 | 0.4491 | 0.0041 | 0.0018 |
|             | 6           | 0.3945 | 0.0031 | 0.0009 | 0.3794 | 0.0031 | 0.0010 | 0.4529 | 0.0043 | 0.0028 |
|             | 7           | 0.3941 | 0.0031 | 0.0007 | 0.3787 | 0.0031 | 0.0007 | 0.4525 | 0.0041 | 0.0018 |
|             | 8           | 0.3955 | 0.0031 | 0.0009 | 0.4076 | 0.0036 | 0.0020 | 0.4792 | 0.0086 | 0.0066 |
|             | 9           | 0.3937 | 0.0031 | 0.0013 | 0.3751 | 0.0031 | 0.0013 | 0.4731 | 0.0067 | 0.0063 |
| 8           | 1           | 0.3944 | 0.0038 | 0.0136 | 0.4482 | 0.0043 | 0.0051 | 0.5515 | 0.0159 | 0.0253 |
|             | 2           | 0.4342 | 0.0046 | 0.0029 | 0.4277 | 0.0048 | 0.0031 | 0.5435 | 0.0184 | 0.0266 |
|             | 3           | 0.4339 | 0.0044 | 0.0028 | 0.4256 | 0.0045 | 0.0030 | 0.5354 | 0.0125 | 0.0202 |
|             | 4           | 0.4260 | 0.0037 | 0.0012 | 0.4067 | 0.0037 | 0.0011 | 0.5128 | 0.0051 | 0.0034 |
|             | 5           | 0.4246 | 0.0038 | 0.0011 | 0.4047 | 0.0037 | 0.0010 | 0.5103 | 0.0054 | 0.0035 |
|             | 6           | 0.4288 | 0.0038 | 0.0016 | 0.4092 | 0.0037 | 0.0014 | 0.5147 | 0.0060 | 0.0059 |
|             | 7           | 0.4282 | 0.0038 | 0.0011 | 0.4084 | 0.0037 | 0.0010 | 0.5140 | 0.0054 | 0.0036 |
|             | 8           | 0.4308 | 0.0036 | 0.0012 | 0.4404 | 0.0038 | 0.0016 | 0.5347 | 0.0099 | 0.0079 |
|             | 9           | 0.4279 | 0.0037 | 0.0018 | 0.4043 | 0.0036 | 0.0017 | 0.5285 | 0.0074 | 0.0070 |
| 16          | 1           | 0.2486 | 0.0026 | 0.0134 | 0.2852 | 0.0025 | 0.0021 | 0.3875 | 0.0064 | 0.0081 |
|             | 2           | 0.2897 | 0.0024 | 0.0008 | 0.2688 | 0.0023 | 0.0007 | 0.3793 | 0.0043 | 0.0036 |
|             | 3           | 0.2904 | 0.0024 | 0.0008 | 0.2681 | 0.0023 | 0.0008 | 0.3776 | 0.0037 | 0.0030 |
|             | 4           | 0.2866 | 0.0022 | 0.0006 | 0.2572 | 0.0021 | 0.0004 | 0.3628 | 0.0031 | 0.0011 |
|             | 5           | 0.2859 | 0.0022 | 0.0005 | 0.2557 | 0.0021 | 0.0004 | 0.3606 | 0.0031 | 0.0011 |
|             | 6           | 0.2885 | 0.0023 | 0.0008 | 0.2588 | 0.0021 | 0.0005 | 0.3639 | 0.0032 | 0.0016 |
|             | 7           | 0.2883 | 0.0022 | 0.0006 | 0.2582 | 0.0021 | 0.0004 | 0.3636 | 0.0031 | 0.0011 |
|             | 8           | 0.2877 | 0.0023 | 0.0011 | 0.2805 | 0.0023 | 0.0009 | 0.3808 | 0.0049 | 0.0029 |
|             | 9           | 0.2874 | 0.0023 | 0.0011 | 0.2557 | 0.0021 | 0.0008 | 0.3764 | 0.0042 | 0.0032 |
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Conclusions

The use and application of novel techniques which are related to Intelligent Systems have emerged due to the limitations that encompass classic methods in all areas worldwide. These innovative methods have the feature that they are able to adapt by themselves to the problem to be solved even though the application does not possess an exact mathematical model.

In this work an application of one of these methods -Artificial Neural Networks- has been proposed to solve one of the most difficult tasks inside the context of electric power systems, the Dynamic Equivalents. It is presented a brief description that covers the main subjects related to power system stability, and also the principal issues of Neural Networks are explained.

It is concluded that an effective way to construct Dynamic Equivalents is to reduce the complete system merely to a few generators which are labeled as the study system and where the equivalent generators are sited. The propositions have the great advantage of not require the aggregation procedure necessary in classical methods of equivalency.

A model formulation to develop Dynamic Equivalents, where the main goal is to encounter the best estimate parameters for the equivalents generators, is proposed. This technique is posed as an optimization problem without constraints that can be solved by a variety of methods. The minimization algorithms employed, Levenberg-Marquardt and Genetic Algorithms, are ones of the most excellent owing to their robustness and promptly convergence. For all cases where these algorithms are applied, they proved their great features obtaining excellent results. In this methodology genetic algorithms proved to be effective due to the randomness starting point. Through the diversity of operating conditions taken into account, robust dynamic equivalents result.

An improvement to the precedent strategy to calculate Dynamic Equivalents is the use of Artificial Neural Networks. Supported by an Artificial Neural Network some signals from the study system are forecasted. The main advantage of this method is related with the use of typical parameters for the equivalents generators. This technique aids to reduce the considerable computing time associated with transient stability studies of large-scale acquiring outstanding results. A neural dynamic equivalent that does not need assumptions nor linear analysis, as is the case of multiple previous methods is proposed.

The incorporation of the power system stabilizers (PSS) to the tested electric power systems, results to be very important because of they help to verify the feasibility, certainty and robustness of the Dynamic Equivalents. Such inclusion is really important due to it can be considered as an actual
multi-machine power system. The RMS errors corroborate these results. This proposed technique incorporates the limitations that others methodologies can not overtake.

The Artificial Neural Networks attested their great qualities and their huge applications to power systems. The strategies to encounter the right weights such as the preparation of the data set and the validation of the Neural Network under different circumstances demonstrate that the chosen weights are correct. The training procedure is an optimisation algorithm for finding a minimum based on an iterative search algorithm, where the minimum is located by taking a sequence of steps based on the local information connected to the main condition. In this work owing to the achieved results, ANN demonstrate to be a novel tool that can surpass at all the issues related to electric power systems, reducing significantly the overwhelm computing time and cumbersome analysis. Is important to state and to conclude that the input signals chosen for the training process are simply local signals, in other words the power flows are data that can be measure in a real multi-machine power system. This is another advantage to conclude that the Dynamic Equivalent really present robustness and practicability.

Thanks to the excellent acquired results it can be held that the proposed technique is adequate for obtaining Robust Dynamic Equivalents in a good manner reducing the considerable computing time and weighty analysis that characterize the hard task of power systems, taking advantage of the innovative techniques as Artificial Neural Networks.
Main Contributions

In this dissertation there are two principal contributions, which are:

These two most important contributions are much related to the same issue. The development of a technique to solve the one of the most difficult problems that encompasses power systems as Dynamic Equivalents is proposed. This technique is proposed to estimate the parameters of fictitious generators that represent dynamic equivalents of an external subsystem. This methodology is proposed an optimisation problem employing different optimisation techniques such as Genetic Algorithms and Levenberg-Marquardt Algorithm. The problem is based on preserve closely those modes highly related with the dynamic of the study subsystem.

Besides, an innovative technique to solve Robust Dynamic Equivalents is proposed. This novel proposition used a new generation of techniques called Artificial Intelligence. In this proposed methodology the application of Artificial Neural Networks (ANN) is employed to solve the hard task of constructing Robust Dynamic Equivalents. The main objective is to create Robust Dynamic Equivalents assisted by an ANN able to reproduce the complex voltage at frontier buses. This proposition presents the advantage of avoiding the aggregation of generators, as in the classical equivalency methods. A neural dynamic equivalent that does not need assumptions nor linear analysis, as is the case of multiple previous methods is proposed.

For both cases, to confirm the accuracy of results, an RMS difference is applied to compare signals and the depicted Figs. showed the feasibility and robustness of these proposed techniques.
Suggestions for further developments

Next a list of future work that can be done as an extension of this dissertation are described.

1. The application of this proposed technique to a larger multi-machine power system such as the Mexican electric grid.

2. To improve the base data manage from any multi-machine power system in order to develop Dynamic Equivalents.

3. The application of the new generation of neural networks as the Hopfield nets which can be use for the optimisation technique or the self-organising feature maps (SOFM) and to improve the training process applying neural networks that posses unsupervised learning capabilities.

4. The use of other local input signals for the neural network. The current signal for each bus could be an option.
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